
HAL Id: hal-04580056
https://univ-eiffel.hal.science/hal-04580056

Preprint submitted on 19 May 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Stochastic porous media equation with Robin boundary
conditions, gravity-driven infiltration and multiplicative

noise
Ioana Ciotir, Dan Goreac, Juan Li, Antoine Tonnoir

To cite this version:
Ioana Ciotir, Dan Goreac, Juan Li, Antoine Tonnoir. Stochastic porous media equation with Robin
boundary conditions, gravity-driven infiltration and multiplicative noise. 2024. �hal-04580056�

https://univ-eiffel.hal.science/hal-04580056
https://hal.archives-ouvertes.fr


Stochastic porous media equation with Robin boundary conditions,

gravity-driven infiltration and multiplicative noise

Ioana CIOTIR1, Dan GOREAC2,3,4, Juan LI2,5, Antoine TONNOIR1

1Normandie University, INSA de Rouen Normandie, LMI (EA 3226 – FR CNRS 3335),

76000 Rouen, France
2School of Mathematics and Statistics, Shandong University, Weihai,

Weihai 264209, P. R. China.
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Abstract

We aim at studying a novel mathematical model associated to a physical phenomenon of
infiltration in an homogeneous porous medium. The particularities of our system are connected
to the presence of a gravitational acceleration term proportional to the level of saturation, and
of a Brownian multiplicative perturbation. Furthermore, the boundary conditions intervene in
a Robin manner with the distinction of the behavior along the inflow and outflow respectively.
We provide qualitative results of well-posedness, the investigation being conducted through a
functional approach.

Keywords: stochastic porous media equations, Robin boundary conditions, maximal monotone
operators, Yosida approximation.

MSC2020: 35A01, 60H15, 76S99, 47H05.

1 Introduction

Our contribution primarily focuses on the qualitative study of a fairly involved mathematical model
which describes the infiltration of a liquid (water) in an homogeneous porous medium (soil) taking
into account the influence of the gravitational acceleration proportional to the level of saturation.
In order to provide the readers with a keener insight, we choose to present the physical model prior
to further considerations on the different aspects of the state-of-the-art.

1.1 The physical model

Along with delineating the physical model, we choose to present the units of measure for the
different notions in paranthesis, such as to guarantee coherence.
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First we consider an incompressible fluid with constant density denoted by ρ
(

kg
m3

)
. Then, we

consider a reference elementary volume Vr

(
m3

)
belonging to the flow domain, and we distinguish

between Vv the volume of voids and Vw the volume of water in Vr. The flow is said to be unsaturated
as long as all pores are not filled with water.

We further introduce the notion of soil moisture as a scalar dimensionless notion by setting

θ =
Vw

Vr
.

As in classical fluid dynamics theory, we combine the Darcy law and the equation of continuity (or
mass conservation) in order to get a Richards’ type equation which takes into consideration the
influence of the gravitational acceleration. The originality of the model consists in the fact that
we assumed that the influence of the gravity on the dynamic of the flow is proportional with the
moisture. In turn, this translates into further mathematical technical difficulties. The relevance of
such models is illustrated shortly after this brief description of the model of interest.

In a classical manner, we invoke Darcy’s law written down as

q = −k

µ
(∇p− ρθgi3) ,

where

• q is the fluid volumetric flux (m/s),

• k is the isotropic permeability (m2),

• µ is the coefficient of viscosity (kg/ (m · s)),

• p is the pressure (kg/
(
m · s2

)
),

• ρ is the density (kg/m3),

• θ is the moisture (a dimensionless physical constant)

• gi3 is the gravity acceleration vector (g being expressed in m/s2).

On the other hand, the equation of mass conservation yields

∂ (ρθ)

∂t
+ div (ρq) = f,

where ρ, θ and q are as above and f is a water source.

By combining the two equations and keeping in mind that ρ is constant since the fluid is incom-
pressible, it follows that

∂θ

∂t
− k

µ
div (∇p− ρθgi3) = f.

The attentive reader will have noticed that we have used f instead of a ρ-renormalized source. We
have chosen to do so in order to keep notations to a manageable minimum. The hydraulic theory
ensures that the water capacity is nothing but the derivative of the moisture with respect to the
pressure, i.e.,

C (p) =
dθ

dp
.

As a consequence, one can assume that a primitive of C denoted by C∗ is a single-valued positive,
twice differentiable, strongly monotonically increasing and concave function such that θ = C∗ (p).
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Since it is more convenient to work with the variable θ, we introduce the inverse (C∗)−1, in order
to obtain an equation of the form

∂θ

∂t
−∆

k

µ
(C∗)−1 (θ) +

kρg

µ
div (θi3) = f.

By denoting Ψ (r) = k
µ (C∗)−1 (r) and K =

kρg

µ
, one can rewrite the previous equation in the

slightly more general form

(1)
∂θ

∂t
−∆Ψ(θ) +Kdiv (θi3) = f.

1.1.1 Numerical illustrations

Let us present some numerical illustrations of the impact of the gravity term in the model. In
Figure 1, we consider the porous medium mathematically modeled through Ψ(r) = r3, and we can
observe that, for the same source on the top of the domain, the solution is quite different. The
humidity is more attracted towards bottom with the gravity term. This type of result motivates
the study of the model with the gravity term.

g
·i

3
=

0
g
·i

3
<

0

Time

Figure 1: Illustration of the diffusion of the humidity inside the ground during time, from left to
right. On the top, without gravity, on the bottom with the gravity term.

1.2 A mathematical model

We are now able to introduce the rigorous mathematical model in the spirit of (1), in which the
source f is random and pertaining to a Brownian noise.
To this purpose, we consider a domain O which is an open bounded subset of R3 with smooth
boundary ∂O = Γ. This boundary is splited into two parts denoted respectively by Γs (on the
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surface) and Γu (underground), and such that Γ = Γs ∪ Γu and Γs ∩ Γu = ∅. This domain extends
from the soil surface Γs to an underground boundary Γu which is supposed to have a variable
permeability due to the presence of different types of soils. More precisely, we are interested in the
infiltration of the rain from surface boundary of the soil (source which is assumed to be known as
the average value of the previous precipitations) and underground water, taking also into account
the influence of the gravity on the diffusion process and a linear multiplicative stochastic noise
coming from the errors of the measurement.
Our mathematical model is the following

(2)


dX −∆Ψ(X) dt+K

∂X

∂x3
dt = σ (X) dWt, on Ω× (0, T )×O,

X (0) = x, on O,
(KXi3 −∇Ψ(X)) ν = s, on Ω× (0, T )× Γs,
(KXi3 −∇Ψ(X)) ν − αΨ(X) = u, on Ω× (0, T )× Γu.

The solution X (ω, t, ξ) of the equation (2) describes the moisture on a path ω ∈ Ω. The solution

is sought with respect to a complete filtered probability space
(
Ω,F , (Ft)t≥0 ,P

)
, at each moment

t > 0 and at each point ξ in space.

The nonlinear operator Ψ contains the physical pieces of information related to the hydraulic con-

ductivity of the soil, while the term K
∂

∂x3
concerns the influence of the gravity on the diffusion

process. We denote by ν the outward normal to Γ and by i3 the unit vector along the axis Ox3
directed downwards.

The functions s and u are supposed to be known on Σs = (0, T ) × Γs and Σu = (0, T ) × Γu

respectively. Note that the equation on Γs expresses the continuity of the normal component of the
inflow flux and the equation on Γu describes the behavior of the outflow. Finally, the function α
gives the variable permeability of the soil on the underground boundary Γu.

1.3 State of the art and main contributions

Several different models connected to the porous media diffusion are available. For general results
concerning the existence and uniqueness of the solution in the deterministic case for different models
including slow, fast and super fast diffusions in saturated or unsaturated flows, the reader is kindly
referred to, e.g., [1], [19] and [18].

The stochastic porous media equation has been intensively studied during the recent years. The
reader is invited to consuls [2] for a collection of results concerning the existence and uniqueness of
the solution for the case with Dirichlet homogeneous boundary conditions. For some critical cases,
the papers [8], [9], [14] are a good start. For some further qualitative properties of the solutions,
see [4], [12], [13], [15], [6], and for homogenization results see [10] and [11].

To the best of our knowledge, the only type of boundary conditions which was considered
previously in the literature for the stochastic porous media equations are of Dirichlet homogeneous
nature. On the other hand, the influence of the gravity on the diffusion process was never taken
into consideration for the stochastic porous media equations so far, again, to our best knowledge.

In the present work, we develop a new and more realistic physical model that takes into account
the influence of the gravity, as well as the different flows on the boundary, through Robin type
boundary conditions.

Our model implies several technical difficulties at the mathematical level. Since the usual
framework in L1 or H−1 are not appropriate for the Robin-type boundary conditions, one has to
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consider a different space whose norm accounts for the different components of the flow, as well as
the source on the boundary. For this reason, several results, especially related to the construction
and the properties of the stochastic noise, and also to the activity of the porous media operator
needed to be adapted to the present case. The estimates and the convergences of the proof are of
a rather involved technical nature, because of the presence of several extra terms topping the more
complicated spaces and norms previously mentioned.

The paper is organized as follows. In section 2 we explain the fundamental mathematical setting
and the standing assumptions employed throughout the paper. The Gelfand triple with the appro-
priate norms is introduced in Subsection 2.1. The standing assumptions are gathered in Subsection
2.2; they concern the driving porous coefficient, the boundary inputs and the construction of the
noise coefficient. The notion of abstract solution is specified in Subsection 2.3, while the remaining
Subsection 2.4 concerns the (quasi-) accretivity properties of the abstract nonlinear operator. The
main result makes the object of Section 3, through Theorem 5. Its proof is divided into several
steps, and consists in two approximations, indexed by λ, ε > 0. Showing that the approximating
λ, ε-problem is well-posed in L2 relies on Lemma 6, whose proof is relegated to the Appendix.
Passing to the limit as ε → 0 relies on the estimates in Lemma 7, whose proof is given at the end
of Section 3. The remaining arguments are gathered in the proof of the main result.

2 Mathematical tools and assumptions

2.1 A Functional framework

In order to properly define the model, we need to introduce a functional setting which is appro-
priated to our problem. In particular, since we intend to rely on the Gelfand-triple arguments,
we introduce the norms on both the primal and the dual space in order to render the arguments
compatible with the homogeneous Robin conditions.

To this purpose, we denote by V the space H1 (O) endowed with the following norm

|x|V =

(∫
O
|∇x|2 dξ +

∫
Γu

α (ξ) |x|2 dξ
)1/2

,

where α is a strictly positive, continuous function, upper bounded and lower bounded away from 0.
One can easily check that the norm above is equivalent with the classical Hilbert norm of H1 (O)
(see Theorem 2.7 in the Appendix of [18]).

We denote by V ′ the dual of the space V which is equipped with the scalar product

⟨x, x⟩V ′ = x (φ) , ∀x, x ∈ V ′,

where φ ∈ V satisfies the boundary value problem
−∆φ = x, on O
∂φ

∂ν
+ αφ = 0, on Γu

∂φ

∂ν
= 0, on Γs.

Here, x (φ) represents the value of the functional x computed at φ ∈ V , or the pairing be-
tween V and V ′ which reduces to the scalar product in L2 (O) in the spirit of the Gelfand triple
V ⊂ L2 (O) ⊂ V ′.
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We further consider the Laplace operator with Robin boundary conditions, and, more precisely
we are interested in the eigenvalues/ eigenfunctions problem

(3)


−∆ej = λjej , in O
∂ej
∂ν

+ αej = 0, on Γu

∂ej
∂ν

= 0, on Γs.

By the same argument as in the proof of Theorem 6.2 from [3] we obtain the existence of
a complete orthonormal system {ek}k in L2 (O) of eigenfunctions of the Laplace operator with
Robin boundary conditions. We denote by {λk}k the corresponding sequence of real and increasing
eigenvalues. We denote by C a general constant that may change from one line to another. The
fundamental boundedness properties are gathered in the first part of our Appendix.

2.2 Assumptions

Throughout the paper and unless stated otherwise, we will enforce the following.

1) The function Ψ : R → R is assumed to be a maximal monotone operator in R, continuous,
differentiable, increasing, i.e.

(Ψ (r)−Ψ(s)) (r − s) ≥ C0 |r − s|2 , ∀r, s ∈ R,

for some C0 ≥ 0. Furthermore, we ask that
|Ψ(r)| ≤ C1 |r|m + C2, ∀r ∈ R,
j (r) :=

∫ r
0 Ψ(s) ds ≥ C3 |r|m+1 + C4r

2 − C5, ∀r ∈ R,
Ψ(0) = 0

where Ci > 0, i ∈ {1, . . . , 5} and 1 ≤ m. When K ̸= 0, we ask that Ψ be strictly increasing,
i.e., C0 > 0. We note that since Ψ is increasing, the mean value theorem implies that

rΨ(r) ≥ j (r) , ∀r ∈ R.

2) The function α : Γu → [αm, αM ] is positive and continuous such that

0 < αm < α (ξ) < αM ,

for all ξ ∈ Γu.

3) The functions u and s belong to L2 (Σu) and L2 (Σs) respectively, and are the traces in each
t of some functions ũ and s̃ which belong to H1 (O).

4) The Wiener process W is assumed to be cylindrical on L2 (O) and given by

W (t) =

∞∑
j=1

βj (t) ej ,

where {βj} is a sequence of mutually independent Brownian motions on the filtered probability
(Ω,F , (Ft)t ,P) and {ej} is the orthonormal basis in L2 (O) defined by the Robin-Laplace
operator.
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5) In the noise we assume that Σ is a linear operator from V ′ to the space of Hilbert-Schmidt
operators L2

(
L2 (O) ;V ′) of the form

Σ (x)h =

∞∑
j=1

µj (h, ej)2 xej , ∀x ∈ V ′, h ∈ L2 (O) .

In order to guarantee the Hilbert-Schmidt condition, i.e.
∑∞

j=1 |Σ (x) ej |2V ′ < ∞, ∀x ∈ V ′,
we need to enforce the convergence of the serial

∞∑
j=1

µ2
j |xej |

2
V ′ ≤ C

∞∑
j=1

µ2
j

(
1 + λ

d+1
2

j

)
|x|2V ′ .

This inequality is guaranteed due to the estimates in the Appendix. For these reasons, we
ask that

∞∑
j=1

µ2
j

(
1 + λ

d+1
2

j

)
≤ C.

Remark 1 1. Note that, from the last two assumptions, we get that the form of the noise
coefficient is

Σ (X) dWt =
∞∑
j=1

Xejµjdβj (t) , ∀X ∈ V ′, t ≥ 0.

2. The assumption on j in the first point guarantees, in particular, that the range of Ψ covers
the whole R.

3. The constant C5 can be chosen to be positive and this guarantees coverage of cases when Ψ is
null on a compact domain, as it is the case, for instance, in Stefan-like problems.

2.3 A notion of solution

In order to explain the choice of the solution for equation (2), we shall first rewrite the equation as
a problem set on the space V ′.

(4)

{
dX (t) +A (X (t)) dt+ Fu (t) dt+ Fs (t) dt = Σ(X (t)) dWt, for t ∈ (0, T ) ,
X (0) = x,

where the nonlinear operator A : D (A) ∈ V ′ → V ′ is defined by

V ′ ⟨A (X) , φ⟩V =

∫
O

(
∇Ψ(X) · ∇φ−KX

∂φ

∂x3

)
dξ +

∫
Γu

αTr (Ψ (X))Tr (φ) dσ,

for all φ ∈ V . The natural domain is

D (A) =
{
X ∈ L2 (O) ; Ψ (X) ∈ H1 (O)

}
.

The reader is invited to note that, since Ψ (X) ∈ H1 (O), then the trace Tr (Ψ (X)) ∈ L2 (Γ) and
therefore the operator A is well defined.

The second and the third operators from the equation (4) belong to L2 (0, T ;V ′), and they are
defined by

Fu (t) (φ) = −
∫
Γu

u (t)Tr (φ) dσ, ∀φ ∈ V,
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respectively by

Fs (t) (φ) = −
∫
Γs

s (t)Tr (φ) dσ, ∀φ ∈ V.

With the notations above, the equation (4) is well posed as a Cauchy problem in V ′ and we use this
formulation to construct a variational solution by testing the equality against the eigenfunctions,
i.e., by requiring

⟨X (t) , ej⟩V ′ +

∫ t

0
⟨A (X (r)) , ej⟩V ′ dr +

∫ t

0
⟨Fu (r) , ej⟩V ′ dr +

∫ t

0
⟨Fs (r) , ej⟩V ′ dr

= ⟨x, ej⟩V ′ +

∫ t

0
⟨Σ (X (r)) dWr, ej⟩V ′ , ∀t ∈ [0, T ] ,

P-a.s., and for all ej from the orthonormal basis specified above.
In order to define a more detailed form of the solution we make some explicit computations which
are also going to be useful throughout the paper in order to pass from the nonlinear operators of
type A to the underlying real functions Ψ, respectively to K. We have:

⟨A (X (r)) , ej⟩V ′ =

∫
O
∇Ψ(X) · ∇φjdξ −

∫
O
KX

∂φj

∂x3
dξ +

∫
Γu

αTr (Ψ (X))Tr (φj) dσ(5)

where φj = λ−1
j ej satisfies the equation

−∆φj = ej , on O,
∂φj

∂ν
+ αφj = 0, on Γu,

∂φj

∂ν
= 0, on Γs.

The first term on the right-hand side in (5) is treated using Green’s formula to get∫
O
∇Ψ(X) · ∇φjdξ = −

∫
O
Ψ(X)∆φjdξ +

∫
Γu

Tr (Ψ (X))∇φj · νdσ

=

∫
O
Ψ(X) ejdξ −

∫
Γu

αTr (Ψ (X))Tr (φj) dσ

and, therefore,

(6) ⟨A (X (r)) , ej⟩V ′ =

∫
O

(
Ψ(X) ej −KX

∂φj

∂x3

)
dξ.

We can now give a precise definition of what the solution of our equation should be seen as.

Definition 2 Let us consider an initial condition x ∈ V ′. A V ′−valued continuous, F−adapted
stochastic process X is called solution to equation (2) on [0, T ] if X ∈ L∞ (

0, T ;L2 (Ω;V ′)
)
and the

following equality holds true for all the eigenfunctions ej:

⟨X (t) , ej⟩V ′ +

∫
O
Ψ(X) ejdξ −

∫
O
KX

∂φj

∂x3
dξ +

∫ t

0
⟨Fu (r) , ej⟩V ′ dr +

∫ t

0
⟨Fs (r) , ej⟩V ′ dr

= ⟨x, ej⟩V ′ +

∫ t

0
⟨σ (X (r)) dWt, ej⟩V ′ , ∀t ∈ [0, T ] ,

P-a.s. and for all ej from the orthonormal basis defined above and where φj satisfies the equation

(7) −∆φj = ej , on O,
∂φj

∂ν
+ αφj = 0, on Γu,

∂φj

∂ν
= 0, on Γs.
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2.4 Quasi-m-accretivity of the operator A

Before proceeding to the main result, we look into monotonicity properties of the operator A
previously defined.

Lemma 3 Under the previous assumptions, the operator A is quasi m-accretive in V ′ provided that
C0 > 0. When K = C0 = 0,the operator remains quasi-accretive.

Proof. Let µ be a positive real number which is assumed to be large enough. We aim at proving
that

⟨(µI +A)x− (µI +A) y, x− y⟩V ′ ≥ 0, for all x, y ∈ V ′.

When C0 > 0, we further prove that the range of the operator µI +A is full, i.e.,

R (µI +A) = V ′.

We denoted by I the identity operator on V ′ and by R the range of the operator µI +A.
We start with the accretivity of the operator, i.e.

⟨(µI +A)x− (µI +A) y, x− y⟩V ′ = µ |x− y|2V ′ +

∫
O
(∇Ψ(x)−∇Ψ(y)) · ∇φdξ

−K

∫
O
(x− y)

∂φ

∂x3
dξ +

∫
Γu

α (Ψ (x)−Ψ(y))φdσ,

where

(8) −∆φ = x− y, on O,
∂φ

∂ν
+ αφ = 0, on Γu,

∂φ

∂ν
= 0, on Γs.

Using Green’s formula, we get∫
O
(∇Ψ(x)−∇Ψ(y)) · ∇φdξ = −

∫
O
(Ψ (x)−Ψ(y))∆φdξ +

∫
Γu

(Ψ (x)−Ψ(y))
∂φ

∂ν
dσ

=

∫
O
(Ψ (x)−Ψ(y)) (x− y)dξ −

∫
Γu

α (Ψ (x)−Ψ(y))φdσ.

This further yields

⟨(µI +A)x− (µI +A) y, x− y⟩V ′

= µ |x− y|2V ′ +

∫
O
(Ψ (x)−Ψ(y)) (x− y)dξ −K

∫
O
(x− y)

∂φ

∂x3
dξ

≥ µ |x− y|2V ′ + C0 |x− y|2L2(O) −K |x− y|L2(O)

∣∣∣∣ ∂φ∂x3

∣∣∣∣
L2(O)

.

One easily notes that

(9)

∣∣∣∣ ∂φ∂x3

∣∣∣∣
L2(O)

= |⟨∇φ, i3⟩R3 |L2(O) ≤ |∇φ|L2(O) .

On the other hand, from (8), it follows that

|x− y|2V ′ = |−∆φ|2V ′ = (−∆φ) (γ) = ⟨−∆φ, γ⟩2 ,

where γ is the solution of

−∆γ = −∆φ, on O,
∂γ

∂ν
+ αγ = 0, on Γu,

∂γ

∂ν
= 0, on Γs.
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Since −∆φ = x − y, by the uniqueness of the solution of the previous equation, it follows that
γ = φ. Therefore, by invoking once again, Green’s formula,

|x− y|2V ′ = ⟨−∆φ,φ⟩2 ≥ |∇φ|2L2(O) .

Going back to (9), it follows that

(10)

∣∣∣∣ ∂φ∂x3

∣∣∣∣
L2(O)

≤ |x− y|V ′ ,

and, as a consequence,

⟨(µI +A)x− (µI +A) y, x− y⟩V ′ ≥ µ |x− y|2V ′ + C0 |x− y|2L2(O) −K |x− y|L2(O) |x− y|V ′

≥ 0,
(11)

for µ large enough. The reader is invited to note that the same holds true if K = 0, for every µ > 0,
and regardless of the value of C0 ≥ 0. We shall prove now the maximality of the operator under
the assumption that C0 > 0. More precisely, we show that for every g ∈ V ′ there exist θ ∈ D (A)
which solve the equation

(12) µx+Ax = g.

Since Ψ is continuous and strongly monotone, increasing on (−∞,+∞) and R (Ψ) = (−∞,+∞),
one establishes that Ψ−1 is Lipschitz-continuous, and, therefore, it is continuous from V to L2 (O).
(12) can be rewritten as µΨ−1 (y) +A (y) = g, with A : V → V ′ defined by

V ′
〈
A (y) , φ

〉
V
=

∫
O
∇y · ∇φdξ −

∫
O
KΨ−1 (y)

∂φ

∂x3
dx+

∫
Γu

αΨ−1 (y)φdσ

for ∀φ ∈ V .

By elementary computations, we can check that Ψ−1+A is continuous from V to V ′, monotone
and coercive. By using Minty’s theorem (see [3]) we have that Ψ−1 +A is surjective which implies
the existence of an unique solution to equation (12).

Remark 4 We have chosen to give the proof here rather than postponing it to an appendix, since
inequalities like (10) and the interplay between µ large enough and C0 and K as emphasized in
the proof of (quasi-)accretivity, i.e., through the inequality (11), will play an important part in our
subsequent arguments.

3 The well-posedness result

We are now able to formulate and prove the main result of this paper.

Theorem 5 For every x ∈ L2 (O) , the equation (2) has a unique solution in the sense of the
Definition 2, such that X ∈ CW

(
[0, T ] ;L2

(
Ω;L2 (O)

))
.

Proof. We have already established that the operator A as defined above is quasi-accretive in V ′.
The equation (2) can be rewritten, for µ > 0 large enough, in the following equivalent form
(13) dX (t) + (µI +A) (X (t)) dt− µX (t) dt+ Fu (t) dt+ Fs (t) dt = Σ(X (t)) dWt, t ∈ (0, T ) ,

X (0) = x.

10



It is obvious that a solution for µ > 0 is also a solution for some µ′ = 0, and vice-versa. Fur-
thermore, the accretivity property of µI + A allows one to prove the uniqueness of the solution of
(13). Since these arguments are standard and follow from the inequality in (11), we will omit the
uniqueness proofs and concentrate on the existence arguments.

We first approximate the operator Ψ by Ψ̃λ = λI + Ψλ where Ψλ is the Yosida approximation of
Ψ, i.e.

Ψλ (r) =
1

λ

(
r − (I + λΨ)−1 (r)

)
= Ψ

(
(I + λΨ)−1 (r)

)
, ∀r ∈ R.

We denote the resolvent of Ψ by Jλ = (I + λΨ)−1. The reader is invited to note that, by a slight
abuse of notation, we refer to I as the identity function on R, although, further on, this will also
refer to the identity on V ′.

Note that Ψ̃λ is Lipschitz-continuous and strongly increasing in R. Let us denote by Aλ the
operator which is defined as A where one replaces Ψ by its approximation Ψ̃λ. In particular, note
that this operator is quasi m-accretif, owing to Lemma 3. Furthermore, the constant µ can be
chosen large enough, and, prior to Step III, we will fix λ > 0 and pick µ = µ(λ).

This gives the first approximation of the equation (2)
(14) dXλ (t) + (µI +Aλ) (Xλ (t)) dt− µXλ (t) dt+ Fu (t) dt+ Fs (t) dt = Σ(Xλ (t)) dWt, t ∈ (0, T ) ,

X (0) = x.

In order to get the existence of the solution, we need another approximation. By Lemma 3 the
operator Aµ

λ = µI +Aλ is m-accretive in V ′ and, therefore, one can take the Yosida approximation
of the operator Aµ

λ in V ′. For readers convenience, let us recall that

Jµ,ε
λ =

(
I + εAµ

λ

)−1
, ∀ε > 0,

is the resolvent of Aµ
λ and

Aµ,ε
λ =

1

ε

(
I − Jµ,ε

λ

)
= Aµ

λ

(
Jµ,ε
λ

)
, ∀ε > 0,

is the Yosida approximation of Aµ
λ.

Since the operator Aµ,ε
λ is Lipschitz in V ′, it follows by standard theory for stochastic equations

in Hilbert spaces that the approximating equation
(15){

dXε
λ (t) +Aµ,ε

λ (Xε
λ (t)) dt− µXε

λ (t) dt+ Fu (t) dt+ Fs (t) dt = σ (Xε
λ (t)) dWt, t ∈ (0, T ) ,

X (0) = x,

has a unique strong solution Xε
λ belonging to CW

(
[0, T ] ;L2 (Ω;V ′)

)
with

Aµ,ε
λ (Xε

λ (t)) ∈ CW

(
[0, T ] ;L2 (Ω;V ′)

)
. We recall that the subscript W specifies adaptedness with

respect to the natural filtration, hence with respect to F.

Step I (existence of the solution for the approximating equation in L2(O.) In order to have also
the existence of the solution in CW

(
[0, T ] ;L2

(
Ω;L2 (O)

))
, we shall prove the following preliminary

results.

Lemma 6 The resolvent y 7→ Jµ,ε
λ (y) =

(
I + εAµ

λ

)−1
(y) is Lipschitz continuous in L2 (O).

We move the proof to the Appendix for our readers’ sake.
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Consequently Aµ,ε
λ = 1

ε

(
I − Jµ,ε

λ

)
is Lipschitz continuous in L2 (O) and, therefore, by standard

existence theory for stochastic PDEs, for each x ∈ L2 (O) the equation (15) has a unique solution
Xε

λ in CW

(
[0, T ] ;L2

(
Ω;L2 (O)

))
(see e.g. [16]).

Step II (convergence in ε). In this step, the ε parameter is allowed to vanish, i.e., ε → 0 and we
look into the behavior of the limiting object.

To this purpose, the solution of the approximating equation is written as

⟨Xε
λ (t) , ej⟩V ′ +

∫ t

0

〈
Aµ,ε

λ (Xε
λ (r)) , ej

〉
V ′ dr

− µ

∫ t

0
⟨Xε

λ (r) , ej⟩V ′ dr +

∫ t

0
⟨Fu (r) , ej⟩V ′ dr +

∫ t

0
⟨Fs (r) , ej⟩V ′ dr

= ⟨x, ej⟩V ′ +
∞∑
k=1

µk

∫ t

0
⟨Xε

λ (r) ek, ej⟩V ′ dβk (r) , ∀t ∈ [0, T ] ,

(16)

P-a.s., and for all ej from the orthonormal basis formed by the eigen-functions of the Robin-Laplace
operator defined in (3).

Simple computations yield, as before,〈
Aµ,ε

λ (Xε
λ) , ej

〉
V ′ =

〈
µJµ,ε

λ (Xε
λ) , ej

〉
V ′ +

〈
Aλ

(
Jµ,ε
λ (Xε

λ)
)
, ej

〉
V ′

=
〈
µJµ,ε

λ (Xε
λ) , ej

〉
V ′ +

∫
O

Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)
ejdξ −

∫
O

KJµ,ε
λ (Xε

λ)
∂φj

∂x3
dξ.

where φj satisfies (7). The solution (16) of the approximating equation is rewritten as follows

⟨Xε
λ (t) , ej⟩V ′ + µ

∫ t

0

〈
Jµ,ε
λ (Xε

λ (r)) , ej
〉
V ′ dr

+ λ

∫ t

0

∫
O

Jµ,ε
λ (Xε

λ (r)) ejdξdr +

∫ t

0

∫
O

Ψλ

(
Jµ,ε
λ (Xε

λ (r))
)
ejdξdr

−K

∫ t

0

∫
O

Jµ,ε
λ (Xε

λ (r))
∂φj

∂x3
dξdr − µ

∫ t

0
⟨Xε

λ (r) , ej⟩V ′ dr

+

∫ t

0
⟨Fu (r) , ej⟩V ′ dr +

∫ t

0
⟨Fs (r) , ej⟩V ′ dr

= ⟨x, ej⟩V ′ +
∞∑
k=1

µk

∫ t

0
⟨Xε

λ (r) ek, ej⟩V ′ dβk (r) , ∀t ∈ [0, T ] .

(17)

Passing to the limit relies on the following preliminary results.

Lemma 7 For x ∈ L2 (O)the following convergence results hold true as ε → 0.

Xε
λ ⇀ Xλ weakly in L∞ (

0, T ;L2
(
Ω;L2 (O)

))
,

Xε
λ → Xλ strongly in L∞ (

0, T ;L2
(
Ω;V ′)) ,

Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)

→ η strongly in L2
(
0, T ;L2

(
Ω;L2 (O)

))
,

where Xλ is a solution to the equation (14). Furthermore, for a constant C(λ) independent of
ε > 0,

(18) E
∫ T

0

∣∣Aµ,ε
λ (Xε

λ (r))
∣∣2
V ′ dr ≤ C (λ) .

12



To facilitate the reading, the proof of the Lemma is postponed after the Theorem.
In order to pass to the limit in (17) we have first to note that∣∣Xε

λ − Jµ,ε
λ (Xε

λ)
∣∣2
V ′ ≤ ε

∣∣Aµ,ε
λ (Xε

λ)
∣∣2
V ′

which implies, by (18), that

Jµ,ε
λ (Xε

λ) → Xλ strongly in L2
(
0, T ;L2

(
Ω;V ′)) .

On the other hand, one proves that

Jµ,ε
λ (Xε

λ) −→ Xλ strongly in L2
(
0, T ;L2

(
Ω;L2 (O)

))
,

see (31) in the proof of Lemma 7.
Finally, since the map Ψλ is maximal monotone in L2

(
0, T ;L2

(
Ω;L2 (O)

))
, it is weakly-strongly

closed and, therefore,
η = Ψλ (Xλ) .

One can now pass to the limit in (17) to get

⟨Xλ (t) , ej⟩V ′ + λ

∫ t

0

∫
O

Xλ (r) ejdξdr +

∫ t

0

∫
O

Ψλ (Xλ (r)) ejdξdr

−K

∫ t

0

∫
O

Xλ (r)
∂φj

∂x3
dξdr +

∫ t

0
⟨Fu (r) , ej⟩V ′ dr +

∫ t

0
⟨Fs (r) , ej⟩V ′ dr

= ⟨x, ej⟩V ′ +
∞∑
k=1

µk

∫ t

0
⟨Xλ (r) ek, ej⟩V ′ dβk (r) , ∀t ∈ [0, T ] ,

(19)

where φj satisfies (7).
At this point, we emphasize, once again, that µ plays a purely fictitious part in the sense that the
equation is the same with some µ′ = 0 and, from now on, we concentrate on this latter formulation.

Step III a. (weak convergences as λ → 0)
In order to pass to the limit for λ → 0, one applies Itô’s formula with the function |·|V ′ , on [0, t] to
the V ′-valued Itô process Xλ, and get

E
1

2
|Xλ (t)|2V ′ + λE

∫ t

0
|Xλ (r)|2V ′ dr + E

∫ t

0

∫
O
Ψλ (Xλ (r))Xλ (r) dξdr

−KE
∫ t

0

∫
O
Xλ (r)

∂φλ

∂x3
dξdr + E

∫ t

0
⟨Fu (r) + Fs (r) , Xλ (r)⟩V ′ dr

=
1

2
|x|2V ′ + E

∞∑
k=1

µk

∫ t

0
|Xλ (r) ek|2V ′ dr,

where φλ is the solution to

−∆φλ = Xλ, on O,
∂φλ

∂ν
+ αφλ = 0, on Γu,

∂φλ

∂ν
= 0, on Γs.

Keeping in mind that, for some constant C independent of λ,∣∣∣∣∂φλ

∂x3

∣∣∣∣
2

≤ C |Xλ|V ′ and |Xλek|V ′ ≤ C

pr1 + λ
d+1
2

k |Xλ|V ′ ,

13



(see Appendix), and due to the assumptions on Fu and Fs, one has

E
1

2
|Xλ (t)|2V ′ + λE

∫ t

0
|Xλ (r)|2V ′ dr + E

∫ t

0

∫
O
Ψλ (Xλ (r))Xλ (r) dξdr

≤C
(
1 + |x|2V ′

)
+ CE

∫ t

0
|Xλ (r)|2V ′ dr +

C4

4
E
∫ t

0
|Xλ (r)|22 dr.

(20)

On the other hand owing to the assumptions on j(·),

E
∫ t

0

∫
O
Ψλ (Xλ)Xλdξdr = E

∫ t

0

∫
O
Ψ(Jλ (Xλ)) (Xλ + Jλ (Xλ)− Jλ (Xλ)) dξdr

= E
∫ t

0

∫
O
Ψ(Jλ (Xλ)) Jλ (Xλ) dξdr + E

∫ t

0

∫
O
Ψλ (Xλ) (Xλ − Jλ (Xλ)) dξdr

≥ E
∫ t

0

∫
O

(
C3 |Jλ (Xλ)|m+1 + C4 |Jλ (Xλ)|2−C5

)
dξdr +

1

λ
E
∫ t

0

∫
O
|(Xλ − Jλ (Xλ))|2 dξdr.

Going back to (20), one gets

E
1

2
|Xλ (t)|2V ′ + λE

∫ t

0
|Xλ (r)|2V ′ dr + E

∫ t

0

∫
O

(
C3 |Jλ (Xλ)|m+1 + C4 |Jλ (Xλ)|2 − C5

)
dξdr

+
1

λ
E
∫ t

0

∫
O
|Xλ − Jλ (Xλ)|2 dξdr

≤ C
(
1 + |x|2V ′

)
+ CE

∫ t

0
|Xλ (r)|2V ′ dr

+
C4

2
E
∫ t

0

∫
O
|Xλ (r)− Jλ (Xλ)|2 dξdr +

C4

2
E
∫ t

0

∫
O
|Jλ (Xλ)|2 dξdr.

For λ sufficiently small and owing to Gronwall’s inequality,

E
1

2
|Xλ (t)|2V ′ + λE

∫ t

0
|Xλ (r)|2V ′ dr + E

∫ t

0

∫
O

(
C3 |Jλ (Xλ)|m+1 +

C4

2
|Jλ (Xλ)|2

)
dξdr

+

(
1

λ
− C4

2

)
E
∫ t

0

∫
O
|Xλ − Jλ (Xλ)|2 dξdr ≤ C

(
1 + |x|2V ′

)
,

and, therefore,

{Xλ} is bounded in L∞ (
0, T ;L2

(
Ω;V ′))

{Jλ (Xλ)} is bounded in Lm+1 ((0, T )× Ω×O) .

From the assumptions on the upper bounds on Ψ,

{Ψ(Jλ (Xλ))} is bounded in L
m+1
m ((0, T )× Ω×O) .

From the upper bounds on E
∫ t
0

∫
O |Xλ − Jλ (Xλ)|2 dξdr, one deduces that

{Xλ} is bounded in L2 ((0, T )× Ω×O) .

To summarize, one establishes the following weak convergences

Xλ ⇀ X weakly in L∞ (
0, T ;L2

(
Ω;V ′)) ,

and L2 ((0, T )× Ω×O) ,

Jλ (Xλ) ⇀ X weakly in Lm+1 ((0, T )× Ω×O) ,

Ψ(Jλ (Xλ)) ⇀ η weakly in L
m+1
m ((0, T )× Ω×O) .
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Step III b. (strong convergence in L∞ (
0, T ;L2 (Ω;V ′)

)
and conclusion.)

In order to conclude the proof one still has to show that the limit of Ψ (Jλ (Xλ)) can be identified
with Ψ (X).
Since the operator Ψ is maximal monotone in the duality pair(

Lm+1 ((0, T )× Ω×O) , L
m+1
m ((0, T )× Ω×O)

)
,

it is sufficient to show that

lim inf
λ→0

E
∫ t

0

∫
O
Ψ(Jλ (Xλ)) Jλ (Xλ) dξdr ≤ E

∫ t

0

∫
O
ηXdξdr.

To this end, it suffices to show the strong convergence of {Xλ} in L∞ (
0, T ;L2 (Ω;V ′)

)
. One

employs Itô’s formula for the squared norm in V ′ on [0, t], and gets

E
1

2
|Xλ (t)−Xλ′ (t)|2V ′ + E

∫ t

0

〈
λXλ (r)− λ′Xλ′ (r) , Xλ (r)−Xλ′ (r)

〉
V ′ dr

+E
∫ t

0

∫
O
(Ψλ (Xλ (r))−Ψλ′ (Xλ′ (r))) (Xλ (r)−Xλ′ (r)) dξdr

−KE
∫ t

0

∫
O
(Xλ (r)−Xλ′ (r))

∂φλ,λ′

∂x3
dξdr

+E
∫ t

0
⟨Fu (r) + Fs (r) , Xλ (r)−Xλ′ (r)⟩V ′ dr = E

∞∑
k=1

µk

∫ t

0
|(Xλ (r)−Xλ′ (r)) ek|2V ′ dr,

where φλ,λ′ is the solution to

−∆φλ,λ′ = Xλ −Xλ′ , on O,
∂φλ,λ′

∂ν
+ αφλ,λ′ = 0, on Γu,

∂φλ,λ′

∂ν
= 0, on Γs.

By recalling that, for some constant C independent of λ,∣∣∣∣∂φλ,λ′

∂x3

∣∣∣∣
2

≤ C |Xλ −Xλ′ |V ′ and |(Xλ −Xλ′) ek|V ′ ≤ C

(
1 + λ

d+1
2

k

)
|Xλ −Xλ′ |V ′ ,

and from the assumptions on Fu and Fs, it follows that

E
1

2
|Xλ (t)−Xλ′ (t)|2V ′ + E

∫ t

0

〈
λXλ (r)− λ′Xλ′ (r) , Xλ (r)−Xλ′ (r)

〉
V ′ dr

+ E
∫ t

0

∫
O
(Ψλ (Xλ (r))−Ψλ′ (Xλ′ (r))) (Xλ (r)−Xλ′ (r)) dξdr

≤CE
∫ t

0
|Xλ (r)−Xλ′ (r)|2V ′ dr +

C0

8
E
∫ t

0
|Xλ (r)−Xλ′ (r)|22 dr.

(21)

As before

(Ψλ (Xλ)−Ψλ′ (Xλ′)) (Xλ −Xλ′)

= (Ψλ (Xλ)−Ψλ′ (Xλ′)) (Jλ (Xλ)− Jλ′ (Xλ′))

+ (Ψλ (Xλ)−Ψλ′ (Xλ′))
(
λΨλ (Xλ)− λ′Ψλ′ (Xλ′)

)
≥ C0 |Jλ (Xλ)− Jλ′ (Xλ′)|2 − 2

(
λ+ λ′) (|Ψλ (Xλ)|2 + |Ψλ′ (Xλ′)|2

)
,

and

|Xλ (r)−Xλ′ (r)|2 ≤ 3 |Xλ − Jλ (Xλ)|2 + 3 |Xλ′ − Jλ′ (Xλ′)|2 + 3 |Jλ (Xλ)− Jλ′ (Xλ′)|2

= 3λ2 |Ψλ (Xλ)|2 + 3
(
λ′)2 |Ψλ′ (Xλ′)|2 + 3 |Jλ (Xλ)− Jλ′ (Xλ′)|2 .
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Going back to (21), one concludes, for 0 < λ, λ′ < 1,

E
1

2
|Xλ (t)−Xλ′ (t)|2V ′ + E

∫ t

0

∫
O

C0

2
|Jλ (Xλ)− Jλ′ (Xλ′)|2 dξdr

≤ CE
∫ t

0
|Xλ (r)−Xλ′ (r)|2V ′ dr

+C
(
λ′ + λ

)
E
∫ t

0

[∫
O

(
|Ψλ′ (Xλ′)|2 + |Ψλ (Xλ)|2

)
dξ + |Xλ (r)|2V ′ + |Xλ′ (r)|2V ′

]
dr.

and the strong convergence follows from Gronwall’s inequality and the aforementioned estimates
for the right-hand terms.

Finally, by the same argument as in [5], we get that η = Ψ(X) and the proof is complete.

In the previous result, during the second Step, we have used the convergence stated in Lemma
7. Let us now prove those statements.

Proof of Lemma 7. Step 1 (estimates in V ′). First, we apply Itô’s formula to the function
|·|2V ′ on [0, T ] with the V ′-valued diffusion Xε

λ. We get

E |Xε
λ (t)|

2
V ′ + 2E

∫ t

0

〈
Aµ,ε

λ (Xε
λ (r)) , X

ε
λ (r)

〉
V ′ dr − 2µE

∫ t

0
|Xε

λ (r)|
2
V ′ dr

+2E
∫ t

0
⟨Fu (r) , X

ε
λ (r)⟩V ′ dr + 2E

∫ t

0
⟨Fs (r) , X

ε
λ (r)⟩V ′ dr ≤ |x|2V ′ + CE

∫ t

0
|Xε

λ (r)|
2
V ′ dr.

On the one hand,〈
Aµ,ε

λ (Xε
λ) , X

ε
λ

〉
V ′ =

〈
Aµ

λ

(
Jµ,ε
λ (Xε

λ)
)
, Jµ,ε

λ (Xε
λ)
〉
V ′ +

1

ε

∣∣Xε
λ − Jµ,ε

λ (Xε
λ)
∣∣2
V ′

= µ
∣∣Jµ,ε

λ (Xε
λ)
∣∣2
V ′ +

〈
Aλ

(
Jµ,ε
λ (Xε

λ)
)
, Jµ,ε

λ (Xε
λ)
〉
V ′ +

1

ε

∣∣Xε
λ − Jµ,ε

λ (Xε
λ)
∣∣2
V ′ ≥ 0.

By using Gronwall’s inequality, one has
(22)

E |Xε
λ (t)|

2
V ′ + 2E

∫ t

0
µ
∣∣Jµ,ε

λ (Xε
λ (r))

∣∣2
V ′ dr + 2E

∫ t

0

1

ε

∣∣Xε
λ (r)− Jµ,ε

λ (Xε
λ (r))

∣∣2
V ′ dr ≤ C

(
1 + |x|2V ′

)
,

for ∀t ∈ [0, T ] , where C is a constant independent of ε and λ.
Step 2 (estimates in L2(O)). We continue with applying Itô’s formula to the function

|·|2 := |·|L2(O), to the L2 (O)-diffusion Xε
λ to get

E |Xε
λ (t)|

2
2 + 2E

∫ t

0
V ′

〈
Aµ,ε

λ (Xε
λ (r)) , X

ε
λ (r)

〉
V
dr − 2µE

∫ t

0
|Xε

λ (r)|
2
2 dr

+2E
∫ t

0
⟨Fu (r) + Fs (r) , X

ε
λ (r)⟩2 dr ≤ |x|22 + CE

∫ t

0
|Xε

λ (r)|
2
2 dr.

Taking into account that

V ′
〈
Aµ,ε

λ (Xε
λ) , X

ε
λ

〉
V

= V ′
〈
Aµ

λ

(
Jµ,ε
λ (Xε

λ)
)
, Jµ,ε

λ (Xε
λ) + εAµ

λ

(
Jµ,ε
λ (Xε

λ)
)〉

V

= µ
∣∣Jµ,ε

λ (Xε
λ)
∣∣2
2
+V ′

〈
Aλ

(
Jµ,ε
λ (Xε

λ)
)
, Jµ,ε

λ (Xε
λ)
〉
V
+ ε

∣∣Aµ
λ

(
Jµ,ε
λ (Xε

λ)
)∣∣2

2
,

Gronwall’s inequality yields that
(23)

E |Xε
λ (t)|

2
2 + 2E

∫ t

0

(
µ
∣∣Jµ,ε

λ (Xε
λ (r))

∣∣2
2
+V ′

〈
Aλ

(
Jµ,ε
λ (Xε

λ (r))
)
, Jµ,ε

λ (Xε
λ (r))

〉
V

)
dr ≤ C

(
1 + |x|22

)
,

16



for ∀t ∈ [0, T ] , where C is a constant independent of ε and λ.

Step 3 (estimates of E
∫ t
0

∣∣Aµ,ε
λ (Xε

λ (r))
∣∣2
V ′ dr).

One begins with writing∣∣Aµ,ε
λ (Xε

λ (r))
∣∣2
V ′ =

〈
µJµ,ε

λ (Xε
λ) +Aλ

(
Jµ,ε
λ (Xε

λ)
)
, µJµ,ε

λ (Xε
λ) +Aλ

(
Jµ,ε
λ (Xε

λ)
)〉

V ′

≤ 2µ
∣∣Jµ,ε

λ (Xε
λ)
∣∣2
V ′ + 2

∣∣Aλ

(
Jµ,ε
λ (Xε

λ)
)∣∣2

V ′ .

Furthermore,∣∣Aλ

(
Jµ,ε
λ (Xε

λ)
)∣∣2

V ′ =V ′
〈
Aλ

(
Jµ,ε
λ (Xε

λ)
)
, φ

〉
V

=

∫
O

(
∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)
· ∇φ−KJµ,ε

λ (Xε
λ)

∂φ

∂x3

)
dξ +

∫
Γu

αTr
(
Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
))

Tr (φ) dσ,

where φ satisfies

−∆φ = Aλ

(
Jµ,ε
λ (Xε

λ)
)
, on O,

∂φ

∂ν
+ αφ = 0, on Γu,

∂φ

∂ν
= 0, on Γs.

Green’s formula gives

(24)
∣∣Aλ

(
Jµ,ε
λ (Xε

λ)
)∣∣2

V ′ =

∫
O
Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)
Aλ

(
Jµ,ε
λ (Xε

λ)
)
dξ −

∫
O
KJµ,ε

λ (Xε
λ)

∂φ

∂x3
dξ=:I1 + I2.

By using the form of the operator Aλ, and the fact that the Tr function is bounded by the
H1 (O) norm, it follows that

I1 =

∫
O
Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)
Aλ

(
Jµ,ε
λ (Xε

λ)
)
dξ

=

∫
O

∣∣∣∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)∣∣∣2 dξ − ∫

O
KJµ,ε

λ (Xε
λ)

∂

∂x3
Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)
dξ

+

∫
Γu

α
∣∣∣Tr (Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
))∣∣∣2 dσ

≤ C

∫
O

∣∣∣∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)∣∣∣2 dξ + C

∫
O

∣∣Jµ,ε
λ (Xε

λ)
∣∣2 dξ + αM

∣∣∣Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)∣∣∣2

H1(O)
.

Since Ψ̃λ is assumed to be Lipschitz∫
O
Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)
Aλ

(
Jµ,ε
λ (Xε

λ)
)
dξ ≤ C

∫
O

∣∣∣∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)∣∣∣2 dξ + C (λ)

∫
O

∣∣Jµ,ε
λ (Xε

λ)
∣∣2 dξ.

On the other hand, using arguments in the spirit of (10),

I2 = −K

∫
O
Jµ,ε
λ (Xε

λ)
∂φ

∂x3
dξ ≤ C

∫
O

∣∣Jµ,ε
λ (Xε

λ)
∣∣2 dξ + 1

2

∣∣Aλ

(
Jµ,ε
λ (Xε

λ)
)∣∣2

V ′ .

By replacing I1 and I2 in (24), we get

(25)
1

2

∣∣Aλ

(
Jµ,ε
λ (Xε

λ)
)∣∣2

V ′ ≤ C

∫
O

∣∣∣∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)∣∣∣2 dξ + C (λ)

∫
O

∣∣Jµ,ε
λ (Xε

λ)
∣∣2 dξ.

Since E
∫ t
0

∫
O
∣∣Jµ,ε

λ (Xε
λ)
∣∣2 dξ is bounded uniformly in ε, it is now sufficient to bound the first

term on the right-hand of (25).
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First, the reader is invited to note that∫
O
∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)

· ∇Jµ,ε
λ (Xε

λ) dξ =

∫
O
∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)

· ∇Ψ̃−1
λ

(
Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
))

dξ

=

∫
O

∣∣∣∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)∣∣∣2 (Ψ̃−1

λ

)′ (
Jµ,ε
λ (Xε

λ)
)
dξ ≥ c

∫
O

∣∣∣∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)∣∣∣2 dξ,(26)

because Ψ̃−1
λ is strictly increasing which follows from the fact that Ψ̃λ is Lipschitz-continuous. The

constant c > 0 is generic, but we write it as a lower case since we will be employing it hereafter.
The definition of Aλ yields∫

O
∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)
· ∇Jµ,ε

λ (Xε
λ) dξ

≤ V ′
〈
Aλ

(
Jµ,ε
λ (Xε

λ)
)
, Jµ,ε

λ (Xε
λ)
〉
V
+K

∫
O
Jµ,ε
λ (Xε

λ)
∂

∂x3
Jµ,ε
λ (Xε

λ) dξ

−
∫
Γu

αTr
(
Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
))

Tr
(
Jµ,ε
λ (Xε

λ)
)
dσ

≤ V ′
〈
Aλ

(
Jµ,ε
λ (Xε

λ)
)
, Jµ,ε

λ (Xε
λ)
〉
V
+K

∫
O
Jµ,ε
λ (Xε

λ)
∂

∂x3
Jµ,ε
λ (Xε

λ) dξ.

The latter inequality follows from the fact that

Tr
(
Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
))

Tr
(
Jµ,ε
λ (Xε

λ)
)
= Tr

(
Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
) (

Jµ,ε
λ (Xε

λ)
))

,

where the right-hand operator acts on W 1,1, and its argument is non-negative due to the mono-
tonicity of Ψ̃λ. The reader is reminded that Ψ̃−1

λ is 1
λ -Lipschitz continuous. As a consequence, for

δ > 0, one has∣∣∣∣Jµ,ε
λ (x)

∂

∂x3
J
µ,ε(x)
λ

∣∣∣∣ ≤ δ
∣∣∇Jµ,ε

λ (x)
∣∣2 + 1

4δ

∣∣Jµ,ε
λ (x)

∣∣2 ≤ C(λ)δ
∣∣∣∇Ψ̃λ

(
Jµ,ε
λ (x)

)∣∣∣2 + 1

4δ

∣∣Jµ,ε
λ (x)

∣∣2 .
Owing to (26), by picking δ small enough,

c

∫
O

∣∣∣∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)∣∣∣2 dξ ≤V ′

〈
Aλ

(
Jµ,ε
λ (Xε

λ)
)
, Jµ,ε

λ (Xε
λ)
〉
V
+ C (λ)

∫
O

∣∣Jµ,ε
λ (Xε

λ)
∣∣2 dξ

+
c

2

∫
O

∣∣∣∇Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)∣∣∣2 dξ.(27)

We recall the estimate (23) in order to obtain, from (27) and (25), the estimates (18), i.e.,

E
∫ t

0

∣∣Aµ,ε
λ (Xε

λ (r))
∣∣2
V ′ dr ≤ C (λ) .

Step 4. (strong convergences) In order to conclude the proof of the Lemma we shall now prove
that

(28) Xε
λ → Xλ strongly in L∞ (

0, T ;L2
(
Ω;V ′)) .

and

(29) Ψλ

(
Jµ,ε
λ (Xε

λ)
)
→ η strongly in L2

(
0, T ;L2

(
Ω;L2 (O)

))
.

To this purpose, we apply Itô’s formula with the V ′ squared norm to Xε
λ −Xε′

λ on [0, t].

E
∣∣∣Xε

λ(t)−Xε′
λ (t)

∣∣∣2
V ′

+ 2E
∫ t

0

〈
Aµ,ε

λ (Xε
λ)−Aµ,ε′

λ

(
Xε′

λ

)
, Xε

λ −Xε′
λ

〉
V ′

dr

−2µE
∫ t

0

∣∣∣Xε
λ −Xε′

λ

∣∣∣2
V ′

dr + 2E
∫ t

0

〈
Fu + Fs, X

ε
λ −Xε′

λ

〉
V ′

dr ≤ CE
∫ t

0

∣∣∣Xε
λ −Xε′

λ

∣∣∣2
V ′

dr.
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For the term involving the differential operators Aµ,·
λ , one has

〈
Aµ,ε

λ (Xε
λ)−Aµ,ε′

λ

(
Xε′

λ

)
, Xε

λ −Xε′
λ

〉
V ′

=
〈
Aµ

λ

(
Jµ,ε
λ (Xε

λ)
)
−Aµ

λ

(
Jµ,ε′

λ

(
Xε′

λ

))
, Jµ,ε

λ (Xε
λ)− Jµ,ε′

λ

(
Xε′

λ

)〉
V ′

+
〈
Aµ

λ

(
Jµ,ε
λ (Xε

λ)
)
−Aµ

λ

(
Jµ,ε′

λ

(
Xε′

λ

))
, εAµ

λ

(
Jµ,ε
λ (Xε

λ)
)
− ε′Aµ

λ

(
Jµ,ε′

λ

(
Xε′

λ

))〉
V ′

≥µ
∣∣∣Jµ,ε

λ (Xε
λ)− Jµ,ε′

λ

(
Xε′

λ

)∣∣∣2
V ′

+
〈
Ψ̃λ

(
Jµ,ε
λ (Xε

λ)
)
− Ψ̃λ

(
Jµ,ε′

λ

(
Xε′

λ

))
, Jµ,ε

λ (Xε
λ)− Jµ,ε

λ

(
Xε′

λ

)〉
2

−K

〈
Jµ,ε
λ (Xε

λ)− Jµ,ε′

λ

(
Xε′

λ

)
,
∂φ

∂x3

〉
2

− 2
(
ε+ ε′

)(∣∣Aµ,ε
λ (Xε

λ)
∣∣2
V ′ +

∣∣∣Aµ,ε
λ

(
Xε′

λ

)∣∣∣2
V ′

)

(30)

where φ satisfies

−∆φ = Jµ,ε
λ (Xε

λ)− Jµ,ε
λ

(
Xε′

λ

)
, on O,

∂φ

∂ν
+ αφ = 0, on Γu,

∂φ

∂ν
= 0, on Γs.

Going back to (30), one gets

E
∣∣∣Xε

λ −Xε′
λ

∣∣∣2
V ′

+ 2µE
∫ t

0

∣∣∣Jµ,ε
λ (Xε

λ)− Jµ,ε′

λ

(
Xε′

λ

)∣∣∣2
V ′

dr + 2λE
∫ t

0

∣∣∣Jµ,ε
λ (Xε

λ)− Jµ,ε′

λ

(
Xε′

λ

)∣∣∣2
2
dr

+2E
∫ t

0

〈
Ψλ

(
Jµ,ε
λ (Xε

λ)
)
−Ψλ

(
Jµ,ε′

λ

(
Xε′

λ

))
, Jµ,ε

λ (Xε
λ)− Jµ,ε′

λ

(
Xε′

λ

)〉
2
dr

−2KE
∫ t

0

〈
Jµ,ε
λ (Xε

λ)− Jµ,ε′

λ

(
Xε′

λ

)
,
∂φ

∂x3

〉
2

dr

−4
(
ε+ ε′

)
E
∫ t

0

(∣∣Aµ,ε
λ (Xε

λ)
∣∣2
V ′ +

∣∣∣Aµ,ε′

λ

(
Xε′

λ

)∣∣∣2
V ′

)
dr ≤ CE

∫ t

0

∣∣∣Xε
λ −Xε′

λ

∣∣∣2
V ′

dr.

Since

−2K

〈
Jµ,ε
λ (Xε

λ)− Jµ,ε′

λ

(
Xε′

λ

)
,
∂φ

∂x3

〉
2

≥ −λ
∣∣∣Jµ,ε

λ (Xε
λ)− Jµ,ε′

λ

(
Xε′

λ

)∣∣∣2
2
− K2

λ

∣∣∣Jµ,ε
λ (Xε

λ)− Jµ,ε′

λ

(
Xε′

λ

)∣∣∣2
V ′

,

by the same argument as in the Lemma 3 (see (10)), and since the strong monotonicity of Ψ−1
λ

yields, for some generic c(λ) > 0,〈
Ψλ

(
Jµ,ε
λ (Xε

λ)
)
−Ψλ

(
Jµ,ε′

λ

(
Xε′

λ

))
, Jµ,ε

λ (Xε
λ)− Jµ,ε

λ

(
Xε′

λ

)〉
2

≥ c (λ)
∣∣∣Ψλ

(
Jµ,ε
λ (Xε

λ)
)
−Ψλ

(
Jµ,ε′

λ

(
Xε′

λ

))∣∣∣2
2
,

one gets

E
∣∣∣Xε

λ −Xε′
λ

∣∣∣2
V ′

+

(
2µ− K2

λ

)
E
∫ t

0

∣∣∣Jµ,ε
λ (Xε

λ)− Jµ,ε′

λ

(
Xε′

λ

)∣∣∣2
V ′

dr

+λE
∫ t

0

∣∣∣Jµ,ε
λ (Xε

λ)− Jµ,ε′

λ

(
Xε′

λ

)∣∣∣2
2
dr + 2c(λ)E

∫ t

0

∣∣∣Ψλ

(
Jµ,ε
λ (Xε

λ)
)
−Ψλ

(
Jµ,ε′

λ

(
Xε′

λ

))∣∣∣2
2
dr

−4
(
ε+ ε′

)
E
∫ t

0

(∣∣Aµ,ε
λ (Xε

λ)
∣∣2
V ′ +

∣∣∣Aµ,ε
λ

(
Xε′

λ

)∣∣∣2
V ′

)
dr ≤ CE

∫ t

0

∣∣∣Xε
λ −Xε′

λ

∣∣∣2
V ′

dr.
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Finally, by Gronwall’s inequality and keeping in mind (18), for µ sufficiently large (larger than
K2

2λ ), one gets

E
∣∣∣Xε

λ −Xε′
λ

∣∣∣2
V ′

+ E
∫ t

0

∣∣∣Jµ,ε
λ (Xε

λ)− Jµ,ε′

λ

(
Xε′

λ

)∣∣∣2
V ′

dr + E
∫ t

0

∣∣∣Jµ,ε
λ (Xε

λ)− Jµ,ε′

λ

(
Xε′

λ

)∣∣∣2
2
dr

+ E
∫ t

0

∣∣∣Ψλ

(
Jµ,ε
λ (Xε

λ)
)
−Ψλ

(
Jµ,ε′

λ

(
Xε′

λ

))∣∣∣2
2
dr ≤ C (λ)

(
ε+ ε′

)
.

(31)

The proof of the lemma is complete by letting ε, ε′ → 0.

4 Appendix

4.1 Estimates on the eigenfunctions and well-posedness of Σ

Let us consider the Laplace operator with Robin boundary conditions on an open bounded domain
O ∈ Rd with regular boundary. We consider the eigenfunctions {ej}j and the eigenvalues {λj}j ,
that is, we look into the following problem

−∆ej = λjej , on O,
∂ej
∂ν

+ αej = 0, on Γu,

∂ej
∂ν

= 0, on Γs.

where ∂O = Γ is sufficiently smooth, formed by the disjoint parts Γu and Γs, i.e.

Γ = Γu ∪ Γs, Γu ∩ Γs = ∅.

This problem has a sequence of solutions (λj , φj)j∈N with λj ≥ 0 a growing sequence which tends
to infinity. This result can be easily deduced using classical results on self-adjoint operators with
compact resolvant, see for instance Theorem 3.10, page 53 in [7].

Proposition 8 There exist two real constants C > 0 and C̃ > 0 such that, for every x ∈ L2 (O),

|xej |22 ≤ C̃λ
d−1
2

j |x|22 , ∀j ∈ N,

and

|xej |2V ′ ≤ C

(
1 + λ

d+1
2

j

)
|x|2V ′ , ∀j ∈ N.

Proof. To prove the first assertion, one notes that

|xej |2 ≤ |ej |∞ |x|2 ≤ Cλ
d−1
4

j |x|2 , ∀j ∈ N.

Indeed, in the spirit of of [17, Theorem 1], we have that |ej |∞ ≤ C̃λ
d−1
4

j for all k ∈ N. The reader

is invited to note that we consider the eigenvalues to be λj , while [17] deals with λ2
j as eigenvalue.

The constant C is generic and depends on the domain O, but not on j.
In order to prove the second inequality, we consider the functional framework which was introduced
at the beginning of the paper. One has

|xej |2V ′ = ⟨xej , xej⟩V ′ = (xej) (φ) ,
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where φ is the solution of

−∆φ = ejx, on O,
∂φ

∂ν
+ αφ = 0, on Γu,

∂φ

∂ν
= 0, on Γs.

Since x ∈ L2 (O) , it follows that

(32) |(ejx) (φ)| =
∣∣⟨ejx, φ⟩2∣∣ =

∣∣∣∣∣∣
∫
O

ej (ξ)x (ξ)φ (ξ) dξ

∣∣∣∣∣∣ ≤ |x|V ′ |ejφ|V

by the Gelfand triple V ⊂ L2 (O) ⊂ V ′. One computes

|ejφ|2V =

∫
O

|∇ (ejφ)|2 dξ +
∫
Γu

α |ejφ|2 dσ

= −
∫
O

∆(ejφ) (ejφ) dξ +

∫
∂O

∂ (ejφ)

∂ν
(ejφ) dσ +

∫
Γu

α |ejφ|2 dσ.

The reader is invited to note that, by a slight abuse of notations, we have dropped the Tr operator,
but it should still be kept on all the elements integrated w.r.t dσ. For the first term , one gets

−
∫
O

∆(ejφ) (ejφ) dξ = −
∫
O

(
ejφ

2∆ej + e2jφ∆φ+
1

2
∇
(
e2j
)

· ∇
(
φ2

))
dξ

= −
∫
O

(
ejφ

2∆ej + e2jφ∆φ
)
dξ +

1

2

∫
O

e2j∆
(
φ2

)
dξ − 1

2

∫
∂O

e2j
∂φ2

∂ν
dσ.

Going back to the initial expression yields

|ejφ|2V = −
∫
O

(
ejφ

2∆ej + e2jφ∆φ
)
dξ +

1

2

∫
O

e2j∆
(
φ2

)
dξ

−1

2

∫
∂O

e2j
∂φ2

∂ν
dσ +

∫
∂O

∂ (ejφ)

∂ν
(ejφ) dσ +

∫
Γu

α |ejφ|2 dσ

=

∫
O

λje
2
jφ

2dξ −
∫
O

e2jφ∆φdξ +
1

2

∫
O

e2j

(
2φ∆φ+ 2 |∇φ|2

)
dξ

−1

2

∫
O

e2j
∂φ2

∂ν
dσ +

∫
∂O

∂ (ejφ)

∂ν
(ejφ) dσ +

∫
Γu

α |ejφ|2 dσ

=

∫
O

(
λje

2
jφ

2dξ + e2j |∇φ|2
)
dξ − 1

2

∫
∂O

e2j
∂φ2

∂ν
dσ

+

∫
∂O

∂ (ejφ)

∂ν
(ejφ) dσ +

∫
Γu

α |ejφ|2 dσ=:I +B1 +B2 +B3.

Let us write

B2 =

∫
∂O

∂ (ejφ)

∂ν
(ejφ) dσ =

∫
∂O

1

2

∂
(
e2jφ

2
)

∂ν
dσ =

∫
∂O

1

2

∂
(
e2j

)
∂ν

φ2 +
∂
(
φ2

)
∂ν

e2j

 dσ.
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Since

1

2

∂
(
e2j

)
∂ν

= 2ej
∂ej
∂ν

=

{
0, on Γs,
−αe2j , on Γu,

it follows that

B2 = −
∫
∂O

α |ejφ|2 dσ +
1

2

∫
∂O

∂
(
φ2

)
∂ν

e2jdσ.

Replacing in the previous relation yields

|ejφ|2V =

∫
O

(
λje

2
jφ

2dξ + e2j |∇φ|2
)
dξ.

Then

|ejφ|2V ≤ Cλ
d+1
2

j

∫
O

φ2dξ + Cλ
d−1
2

j

∫
O

|∇φ|2 dξ ≤ C

(
1 + λ

d+1
2

j

)
|φ|2V .

As a consequence,

|φ|2V = ⟨ejx, φ⟩2 ≤ |x|V ′ |ejφ|V ≤ C

√(
1 + λ

d+1
2

j

)
|φ|V |x|V ′ .

Going back to (32), one gets, by combining the last two inequalities, the remaining assertion of our
proposition.

4.2 Proofof Lemma 6

Proof of Lemma 6. We write the weak form of the difference

Jµ,ε
λ (y)− Jµ,ε

λ (y) + εAµ
λ

(
Jµ,ε
λ (y)

)
− εAµ

λ

(
Jµ,ε
λ (y)

)
= y − y, in V ′,

as

V ′
〈
Jµ,ε
λ (y)− Jµ,ε

λ (y) , ζ
〉
V
+ εV ′

〈
Aµ

λ

(
Jµ,ε
λ (y)

)
−Aµ

λ

(
Jµ,ε
λ (y)

)
, ζ
〉
V
=V ′ ⟨y − y, , ζ⟩V ,

for ζ ∈ V and we take the particular element ζ = Ψ̃λ

(
Jµ,ε
λ (y)

)
− Ψ̃λ

(
Jµ,ε
λ (y)

)
∈ V to get

V ′

〈
Jµ,ε
λ (y)− Jµ,ε

λ (y) , Ψ̃λ

(
Jµ,ε
λ (y)

)
− Ψ̃λ

(
Jµ,ε
λ (y)

)〉
V

+εµ

∫
O

(
Jµ,ε
λ (y)− Jµ,ε

λ (y)
) (

Ψ̃λ

(
Jµ,ε
λ (y)

)
− Ψ̃λ

(
Jµ,ε
λ (y)

))
dξ

+ε

∫
O

∣∣∣∇Ψ̃λ

(
Jµ,ε
λ (y)

)
−∇Ψ̃λ

(
Jµ,ε
λ (y)

)∣∣∣2 dξ
−ε

∫
O
K

(
Jµ,ε
λ (y)− Jµ,ε

λ (y)
) (

∇Ψ̃λ

(
Jµ,ε
λ (y)

)
−∇Ψ̃λ

(
Jµ,ε
λ (y)

))
· i3dξ

+ε

∫
Γu

αTr
(
Ψ̃λ

(
Jµ,ε
λ (y)

)
− Ψ̃λ

(
Jµ,ε
λ (y)

))2
dσ =

∫
O
(y − y)

(
Ψ̃λ

(
Jµ,ε
λ (y)

)
− Ψ̃λ

(
Jµ,ε
λ (y)

))
dξ.

From the λ-strong monotonicity of Ψ̃λ, we have that

(λ+ εµλ)

∫
O

(
Jµ,ε
λ (y)− Jµ,ε

λ (y)
)2

dξ + ε

∫
O

∣∣∣∇Ψ̃λ

(
Jµ,ε
λ (y)

)
−∇Ψ̃λ

(
Jµ,ε
λ (y)

)∣∣∣2 dξ
−εK

∫
O

(
Jµ,ε
λ (y)− Jµ,ε

λ (y)
) (

∇Ψ̃λ

(
Jµ,ε
λ (y)

)
−∇Ψ̃λ

(
Jµ,ε
λ (y)

))
· i3dξ

+ε

∫
Γu

αTr
(
Ψ̃λ

(
Jµ,ε
λ (y)

)
− Ψ̃λ

(
Jµ,ε
λ (y)

))2
dσ ≤

∫
O
(y − y)

(
Ψ̃λ

(
Jµ,ε
λ (y)

)
− Ψ̃λ

(
Jµ,ε
λ (y)

))
dξ.
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Elementary computations yield(
λ+ εµλ− εK2

) ∫
O

(
Jµ,ε
λ (y)− Jµ,ε

λ (y)
)2

dξ + ε

∫
Γu

αTr
(
Ψ̃λ

(
Jµ,ε
λ (y)

)
− Ψ̃λ

(
Jµ,ε
λ (y)

))2
dσ

≤
∫
O
(y − y)

(
Ψ̃λ

(
Jµ,ε
λ (y)

)
− Ψ̃λ

(
Jµ,ε
λ (y)

))
dξ

≤ 1

2ε

∫
O
(y − y)2 dξ +

ε

2λ2

∫
O

(
Jµ,ε
λ (y)− Jµ,ε

λ (y)
)2

dξ.

and, therefore,(
λ+ εµλ− εK2 − ε

2λ2

)∫
O

(
Jµ,ε
λ (y)− Jµ,ε

λ (y)
)2

dξ ≤ 1

2

∫
O
(y − y)2 dξ.

For µ sufficiently large e.g., larger than K2+1
λ3 , we have the Lipschitz continuity of Jµ,ε

λ for every
0 < λ, ε < 1. Note that, alternatively, the conclusion can be obtained with a fixed µ by requiring ε
to be small enough.
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