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Abstract

Debris flows are a growing natural hazard due to climate change and population den-
sity. To effectively assess this hazard, simulating field-scale debris flows at a reasonable
computational cost is crucial. We enhance existing debris flows models by rigorously de-
riving a series of depth-averaged shallow models with varying complexities describing the
behavior of grain-fluid flows, considering granular mass dilatancy and pore fluid pressure
feedback. The most complete model includes a mixture layer with an upper fluid layer and
solves for solid and fluid velocity in the mixture and for the upper fluid velocity. Simpler
models are obtained by assuming velocity equality in the mixture or single-layer descrip-
tions with a virtual thickness. Simulations in a uniform configuration mimicking submarine
landslides and debris flows reveal that these models are extremely sensitive to the rheology,
the permeability (grain diameter), and initial volume fraction, parameters that are hard to
measure in the field. Notably, velocity equality assumptions in the mixture hold true only
for low permeability (corresponding to grain diameters d = 10−3 m). One-layer models’
results can strongly differ from those of the complete model, for example the mass can stop
much earlier. One.later models however provide a rough estimate of two-layer models when
permeability is low, initial volume fraction is distant from critical, and upper fluid layer is
very thin. Our work demonstrates the need of developing two-layer models accounting for
dilatancy and accounting for an upper layer made either of fluid or grains.
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1 Introduction

Landslide and debris flows play a key role in erosion processes at the Earth’s surface and represent
major natural hazards threatening life and property in mountainous, volcanic, and coastal areas.
Recent examples include the debris flows that occurred in the Democratic Republic of Congo in
2023, causing more than 400 deaths [https://blogs.agu.org/landslideblog/]. One of the ultimate
goals of research involving the dynamic analysis of landslides and debris flows is to produce tools
for detection of natural instabilities and prediction of the velocity, dynamic impact and runout
extent of the associated landslides and debris flows. Such tools will then be used to design
hazard maps, early warning systems and land-use planning.
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In recent years, significant progress in the mathematical, physical, and numerical modeling
of these gravitational flows has made it possible to develop and use numerical models to inves-
tigate geomorphological processes and assess risks related to such natural hazards. Solving the
complete 3D equations of field-scale granular mass motion with sufficient resolution to describe
the real topography involves prohibitive computational costs. For this reason, a class of efficient
techniques developed and successfully employed to reproduce a large range of experimental and
geological observations makes use of a depth-averaged continuum description based on the shal-
low layer approximation (i.e. the thickness of the flowing mass is assumed to be small compared
to its downslope extension), e.g. [53, 33, 32, 40, 30, 47, 21]. However, most of these models do
not take into account the co-existence and interaction of a fluid (water and mud) and solid phase
within the flowing mass, which play a key role in the flow dynamics. This limitation prevents
accurate hazard assessment [45, 46] and full interpretation of field measurements, in particular
seismic data which could be used to detect such events [39, 1].

Iverson [22] first addressed the need to include interstitial fluid effects in the constitutive
behavior of the mass flow and developed a shallow layer model for a solid-fluid mixture, under
the simplifying assumptions of constant solid volume fraction and equality of the fluid and solid
velocity. The flow is described by a single set of equations for the density and momentum
of the mixture, which formally appears as a single-phase model with a stress term accounting
for contributions from the two constituents. A pore pressure advection-diffusion equation was
added based on experimental measurements. Various versions and applications of this grain-fluid
mixture model have since been presented [50]. In parallel, Pitman and Le [48] have proposed
a depth-averaged two-fluid model for debris flows that contains mass and momentum equations
for both the fluid and solid phase, thus providing equations for the velocities of the two phases
and for the solid volume fraction, without any additional equation for the pore fluid pressure.
Pelanti et al. [31, 44] proposed numerical schemes to solve these equations. Bouchut et al. [6]
showed that a closure relation was missing in these previous models. Indeed, this closure was
implicitly (artificially) replaced by the assumption that the upper surfaces of the solid and fluid
phases coincide with the free surface. This is however not the case in real flows due to dilatancy
of the granular mass that expel or incorporate the fluid at its surface as it contracts or dilates,
respectively.

The challenge is thus to derive a closure relation describing the dilation/contraction of the
solid phase that decrease/increase the pore fluid pressure with strong feedback on the friction
experienced by the granular phase [42, 52, 24, 7]. Such effects have been shown to dramatically
change the dynamics of the grain-fluid mixture [51, 7, 8], possibly leading to its complete lique-
faction. Dilatancy laws can be formulated in the framework of the critical state theory based on
the existence of a well-defined steady shear state depending only on the nature of the granular
material and used as reference state. Deviations from the critical state are formulated as state
variables to describe transient deformations [12]. Iverson and George proposed a shallow depth-
averaged mixture model to describe these dilatancy effects, assuming equal downslope velocity
for the solid and fluid phases. They introduced a so-called virtual surface, eliminating the need
to describe whether the layer on top of the mixture is a solid or a fluid. Following a different
approach, Bouchut et al. in [7] proposed a two-phase model with an upper fluid layer capable of
collecting or providing water during contraction or dilation of the mixture. However, this model
does not describe the situation where the upper layer is made only of grains. Such a configuration
has been studied in [34], where a depth-averaged model for debris flows is proposed dealing with
transitions from pure fluid/solid configurations to under-saturated or over-saturated mixtures.
However, this model does not account for dilatancy or mass exchange. In [35], Meng and Wang
combined the idea of the virtual surface introduced by Iverson and George and the dilatancy
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approach developed in Bouchut et al. [7], keeping two different velocities in the mixture for the
solid and fluid phases. The exchange of mass between the mixture and the upper fluid layer,
introduced in [7], was also adopted using a particular interpretation in which the model does not
account for a layer above to collect or provide water. The mass is instead said to pass through a
virtual surface. Luca et al. [29] developed a depth-averaged two-layer model for over-saturated
flows that considers bottom curvature and accounts for two velocities in the mixture and one
independent velocity for the upper-fluid layer, similar to the approach of Bouchut et al. [7]
although dilatancy effects are not considered. More recently, Sun et al. [54] investigated sub-
marine avalanches, presenting a model that accounts for dilatancy and mass exchange, akin to
Bouchut et al. [7]. This model features one velocity for the mixture and an independent velocity
for the upper fluid layer, making it an immersed version of the model proposed by Drach [14].

Another difference between the Bouchut et al. [7] and Iverson and George [23] models lies
in the calculation of the pore fluid pressure. In the Iverson and George model, a differential
equation is proposed to solve basal fluid pressure. This equation comes from the assumption of
elastic deformation of the grains [4, 27, 38], which is assumed to be negligible in Bouchut et al.
[7].

We lack a clear understanding and quantification of the hypotheses of the models and of the
pressure calculation and the assumption of a virtual free surface. This results from the complexity
of the derivation of shallow depth-averaged equations with dilatancy and of the strong coupling
between the different terms. Numerical resolution of these systems is very challenging [8, 17] and
sometimes models are only partially solved using key simplifications. For example, the Meng and
Wang model in [35] is solved for a uniform configuration as in [7]. In [34], the proposed model
is solved for a steady-state configuration and a specified velocity profile. A model for submarine
avalanches with the same fluid and solid velocity in the mixture is considered in [54] and is
solved only for the immersed configuration, avoiding the difficulty of the upper-layer thickness
that may become negative.

This paper aims to clarify these points by deriving a series of models including dilatancy from
complex two-phase two-layer models to simple one-layer one-velocity mixture models, clearly
highlighting the assumptions made in each. A main objective is to show precisely how they
compare with one another and with two relevant models in the literature, namely the one
presented in [23, 18] by Iverson and George and the one in [35] by Meng and Wang. We
then perform a series of numerical simulations of uniform grain-fluid flows on inclined planes to
quantify how the differences between the models and their strong sensitivity to the rheology and
flow parameters impact the flow behavior.

2 Full two-layer model with three velocities

We present here the equations of the two-layer model for grain-fluid flows with dilatancy effects
derived in [7], with slight modifications related to the boundary conditions between the two
layers and the updated rheological laws proposed in the literature. This model solves the depth-
averaged mass and momentum conservation equations for both a grain-fluid layer and an upper
fluid layer as well as the exchange of mass and momentum between these layers (see figure 1).
The key idea in this model is to allow the fluid to be expelled from the mixture during contraction
and to be sucked into the mixture during dilation thanks to the presence of a thin fluid layer
on top of the mixture (grain-fluid) layer. In the model derived in [7], the thickness hf (t, x, y) of
this layer cannot be negative (figure 1). As a result, the pure fluid phase is always present at the
free surface as long as hf > 0. In the limit case where hf = 0, the upper free surface coincides
with the surface of the mixture. The opposite configuration with a thin layer of dry granular
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interface

Figure 1: Flow configuration and notations for the full two-layer model with three velocities
(A1) from [7]. The velocity vectors u, v, uf are in the x, y plane. Even though the velocities
uz and vz in the direction perpendicular to the slope do not appear explicitly in the model, the
difference between them controls the excess pore fluid pressure. The dilatancy law specifying
div v makes it possible to replace uz−vz by an expression involving only the downslope velocities
(see section 2.4).

material on top of the mixture also occurs in reality, as suggested in rotating drum experiments
[28, 41, 34], but will be dealt with in a forthcoming study. The depth-averaged model in [7]
was obtained from the 3D Jackson’s equations for a grain-fluid mixture [26] with appropriate
boundary conditions. We used classical no-penetration and friction boundary conditions at the
bottom and kinematic and stress-free conditions at the free surface. The challenge in deriving
depth-averaged models lies in the choice of the conditions imposed at the interface between
the mixture and fluid layers. Indeed, even if the boundary separating these layers appears
as an interface in two-layer depth-averaged models, the real fluid phase is continuous across
this interface. However, conditions at the interface must be imposed to relate depth-averaged
quantities that are discontinuous, even though their non-averaged values are continuous. For the
sake of clarity, we review the different choices for the conditions at this interface in Appendix
A.3 and only present here the main closure relations.

2.1 Notation and main variables

The notations for our complete model are sketched in figure 1 and detailed in table 1 (for the
sake of simplicity, the superscript x and the “bar” notation used in [7] have been removed). We
denote the base vector in the (x, y) plane as ex = (1, 0)t. The systems that will be presented
here correspond to depth-averaged models, therefore the quantities only depend on the slope
coordinates x and y, with no dependency on the normal coordinate z. The slope-aligned (i.e.
along the inclined plane of angle θ) depth-averaged 2D velocities of the solid and fluid phases
in the mixture, and of the upper fluid phase, are denoted by v(t, x, y), u(t, x, y), and uf (t, x, y),
respectively. The 3D solid and fluid velocities in the mixture are denoted by v(t, x, y, z) =
(v(t, x, y), vz(t, x, y, z)) and u(t, x, y, z) = (u(t, x, y), uz(t, x, y, z)), respectively. The thickness
of the mixture layer is hm(t, x, y). The depth-averaged solid volume fraction is denoted by
ϕ(t, x, y), often referred to as the compacity or the packing fraction. The fixed bottom variation
b(x, y) is measured in the direction normal to a fixed reference plane inclined at an angle θ (our
convention is that θ < 0 in the situation of left to right inclination as in figure 1), and we denote
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b̃(x) = x tan θ. The gradient notation is ∇f = (∂xf, ∂yf) for any function f(t, x, y). The bulk
density of the mixture is defined as

ρ = ϕρs + (1− ϕ)ρf , (2.1)

where ρs and ρf are the constant densities for grains and fluid, respectively. The average mixture
velocity is defined as

Vm =
ρsϕv + ρf (1− ϕ)u

ρ
. (2.2)

Finally, we call Vf the fluid transfer rate between the mixture and upper fluid layers (figure 1),
ρfVf thus being the fluid mass flux through the interface.

2.2 Rheological laws in viscous-inertial regimes

As in most depth-averaged models for debris flows, the rheology appears in our model in the
basal shear stress of the solid phase τs|b through a Coulomb-type friction law

τs|b = µ ps|b, (2.3)

where µ is the friction coefficient and ps|b the basal pressure of the solid phase. In such models,
the challenge is to specify the friction coefficient µ and, if dilatancy is accounted for, the solid
volume fraction ϕ. In the framework of the Critical State theory, two steps are necessary to
describe the rheological behavior (i.e. constitutive laws) of a grain-fluid system. First, we must
specify constitutive laws describing the (steady) critical state reached at the equilibrium, i.e.
(i) the critical-state solid volume fraction ϕeq and (ii) the critical-state friction coefficient µeq

(section 2.2.1). These empirical laws are deduced from lab-scale experiments or Discrete Element
simulations of steady and uniform shear flows (flows in the critical state). Once the critical-state
solid volume fraction and friction coefficient have been defined, the model should describe how
transient deformation depends on the deviation from this critical state. This is done in the
dilatancy law that relates ϕ and µ to the dilatancy angle ψ (section 2.2.2).

2.2.1 Rheology describing the critical state

As in recent studies, constitutive laws describing steady uniform flows (i.e. at the critical state)
are written in terms of a combination of two dimensionless numbers, based on the assumption
of additivity of inertial and viscous stresses [10, 9, 57, 2, 55]. These two independent numbers I
and J characterize inertial and viscous regimes, respectively:

I =
d γ̇√
ps|b/ρs

, J =
ηf γ̇

ps|b
, (2.4)

where ps|b represents the solid pressure at the bottom. At imposed pressure, the shear stress is
proportional to I2 in the inertial regime and to J in the viscous regime. The transition between
these regimes is given by the Stokes number, defined by the ratio between the inertial and viscous
stress scales (cf. [55])

St = I2/J =
ρsγ̇d

2

ηf
. (2.5)

To describe all possible regimes, from inertial to viscous flows, different combinations of I and
J have been proposed in the literature (see table 2). These inertial-viscous numbers may all be
written as

J = αiI
2 + αvJ (2.6)
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Physical variables Notation

Mixture density ρ
Thickness of the upper fluid layer hf

Thickness of the mixture layer hm
3D solid velocity v

Depth-averaged slope-aligned mixture-solid velocity v
Depth-averaged slope-aligned mixture-fluid velocity u
Depth-averaged slope-aligned upper fluid velocity uf

Depth-averaged slope-aligned mixture velocity Vm
Depth-averaged solid volume fraction ϕ

Critical-state solid volume fraction ϕeq

Friction coefficient µ
Critical-state friction coefficient µeq

Fluid transfer rate Vf
Solid pressure ps

Fluid pressure in the mixture pfm
Excess pore fluid pressure in the mixture pefm

Fluid pressure in the upper layer pf
Effective viscosity ηe

Physical parameters

Solid density ρs
Fluid density ρf

Dynamic fluid viscosity ηf
Mean grain diameter d

Hydraulic permeability k
Material friction angle δ

Dilatancy angle ψ
Dilatancy law coefficient K

Inertial number I
Viscous number J

Inertial-viscous number for ϕeq Jϕ = αϕI
2 + J

Inertial-viscous number for µeq Jµ = αµI
2 + J

Rheological parameters ϕc, µc,∆µ, I0, b, αϕ, αµ

Table 1: Notations for the physical variables and parameters in the depth-averaged two-phase
(grain-fluid) model with an upper fluid layer.
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where αi and αv are two constant coefficients that define the relative importance of inertial and
viscous numbers and depend on the material involved. Tapia et al. 2022 [55] showed that αi
and αv are not the same in the rheological laws defining ϕeq and µeq, respectively. Note that
inertial-viscous numbers can also be written in terms of the Stokes number:

J = I2

(
αi + αv

1

St

)
= J (αi St + αv) .

The inertial regime corresponds to large Stokes numbers and thus to J ' αiI
2 and the viscous

regime to small Stokes numbers and thus to J ' αvJ . We choose here a rheological law as in
[55], even though we use nonlinear functions to define ϕeq and µeq, in order to bound their value
for infinite J numbers. We define two inertial-viscous numbers involved in the critical-state
solid volume fraction ϕeq and friction coefficient µeq, respectively,

Jϕ = αϕI
2 + J and Jµ = αµI

2 + J, (2.7a)

where αϕ and αµ are two constant coefficients. The critical-state solid volume fraction is then
defined as

ϕeq(Jϕ) =
ϕc

1 + bϕJ 1/2
ϕ

, (2.7b)

where bϕ is a calibration constant and ϕc the static value of the critical state solid volume
fraction. Finally, the critical friction coefficient is defined as

µeq(Jµ) = µc +
∆µ

1 + I0

J 1/2
µ

, (2.7c)

where µc = tan δ is the static value of the critical state friction coefficient, with δ the granular
friction angle. ∆µ and I0 are constant parameters (see table 2 for their values in the literature).
Numerical simulations will be performed in Section 5 to show how strongly these coefficients
impact the flow behavior.

2.2.2 Dilatancy law

Following [52, 42] the dilatancy law is given by

div v = Φ = γ̇ tanψ, (2.8)

with ψ the dilatancy angle related to the deviation from critical state, defined by

tanψ = K (ϕ− ϕeq(Jϕ)) , (2.9)

and the shear rate approximated by (cf. [10])

γ̇ =
5

2

|v|
hm

. (2.10)

When the flow is denser than the flow in the critical state (ϕ > ϕeq), the dilatancy angle ψ
is positive and the solid phase dilates, and vice versa. The friction coefficient in the transient
regime involves the dilatancy angle as

µ = (µeq(Jµ) + tanψ)+ . (2.11)

Note that the dilatancy rules (2.8), (2.11) for ϕ and µ use the most simple linear expansions
involving the dilatancy factor (2.9) expressed linearly in terms of the deviation from critical state.
A positive part has been put in (2.11) as a minimal correction to ensure that µ is nonnegative.
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2.3 Two-layer model with three velocities (A1)

Let us present here the full model derived from [7] with the rheology defined above. This
model describes the behavior of a mixture with different velocities for the solid and fluid phases
u, v, respectively, as well as an upper fluid layer of velocity uf (see figure 1). Only slight
modifications have been made in the model derivation compared to [7], owing to the different
choice of conditions at the bottom and at the mixture/upper fluid interface, as well as to the
description of viscous dissipation for the fluid phase (see Appendix A.2 and A.3 for details). The
free surface, interfacial and basal boundary conditions are summarized in Appendix A.1.

2.3.1 Conservation equations and closure relations

The mass conservation equations for the solid and fluid phases in the mixture and for the fluid
phase in the upper-layer read, respectively

∂t(ρsϕhm) +∇ · (ρsϕhmv) = 0, (2.12a)

∂t(ρf (1− ϕ)hm) +∇ · (ρf (1− ϕ)hmu) = −ρfVf , (2.12b)

∂t(ρfhf ) +∇ · (ρfhfuf ) = ρfVf . (2.12c)

The corresponding momentum conservation equations are

∂t(ρsϕhmv) +∇ · (ρsϕhmv ⊗ v) = Sv (2.13a)

∂t(ρf (1− ϕ)hmu) +∇ · (ρf (1− ϕ)hmu⊗ u) = Su (2.13b)

∂t(ρfhfuf ) +∇ · (ρfhfuf ⊗ uf ) = Sf (2.13c)

The source terms are given respectively by

Sv = −g cos θϕhm(ρs∇(b+ hm) + ρf∇hf )− g cos θ(ρs − ρf )
h2
m

2
∇ϕ︸ ︷︷ ︸

hydrostatic pressure

+ (1− ϕ)hm∇pefm︸ ︷︷ ︸
excess pore pressure

+ βhm(u− v)︸ ︷︷ ︸
drag in the mixture

+ kf
ρsϕ

ρ
(uf − Vm)︸ ︷︷ ︸

drag with upper-fluid

−µ sgn(v)
(
ϕ(ρs − ρf )g cos θhm − (pefm)|b

)︸ ︷︷ ︸
solid bottom friction

−ϕhmρsg sin θex︸ ︷︷ ︸
gravity

,

(2.14a)

Su = − (1− ϕ)hmρfg cos θ∇(b+ hm + hf )︸ ︷︷ ︸
hydrostatic pressure

− (1− ϕ)hm∇pefm︸ ︷︷ ︸
excess pore pressure

− ((1− λf )u+ λfuf )ρfVf︸ ︷︷ ︸
fluid transfer

− βhm(u− v)︸ ︷︷ ︸
drag in the mixture

+ kf
ρf (1− ϕ)

ρ
(uf − Vm)︸ ︷︷ ︸

drag with upper-fluid

− 5

2

ηe(1− ϕ)

hm
u︸ ︷︷ ︸

fluid bottom friction

− (1− ϕ)hmρfg sin θex︸ ︷︷ ︸
gravity

,

(2.14b)

Sf = − ρfhfg cos θ∇(b+ hm + hf )︸ ︷︷ ︸
hydrostatic pressure

+ ((1− λf )u+ λfuf )ρfVf︸ ︷︷ ︸
fluid transfer

− kf (uf − Vm)︸ ︷︷ ︸
drag with upper-fluid

− ρfhfg sin θex︸ ︷︷ ︸
gravity

. (2.14c)
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where the coefficient kf and the effective viscosity1 ηe are

kf = mf
ρhmρfhf
ρhm + ρfhf

|uf − Vm| and ηe = ηf

(
1 +

5

2
ϕ

)
. (2.15)

with mf a constant coefficient [49]. The excess pore pressure pefm appears in the depth-averaged
value of ∇pefm :

∇pefm =
1

hm

(
∇(hmpefm) + (pefm)|b∇b

)
. (2.16a)

with pefm at the bottom and the depth-averaged value of pefm given by

(pefm)|b = − β

(1− ϕ)2

h2
m

2
Φ, pefm = − β

(1− ϕ)2

h2
m

3
Φ (2.16b)

with the drag coefficient β defined by [43]

β = (1− ϕ)2ηf
k

with k =
(1− ϕ)3d2

150ϕ2
, (2.17)

where d is the grain diameter, ηf the dynamic viscosity of the fluid and k the hydraulic perme-
ability of the granular aggregate. Similar parameters are used in [4] (see Appendix A.4.3). The
dilatancy function is defined by

Φ = Kγ̇(ϕ− ϕeq), (2.18)

and the rheological laws give

ϕeq =
ϕc

1 + bϕJ 1/2
ϕ

with Jϕ = αϕI
2 + J,

µeq = µc +
∆µ

1 + I0/J 1/2
µ

with Jµ = αµI
2 + J,

where I =
d γ̇√
ps|b/ρs

, J =
ηf γ̇

ps|b
, with γ̇ =

5

2

|v|
hm

and ps|b = ϕ(ρs − ρf )g cos θhm − (pefm)|b.

(2.19)
Owing to dilatancy, the friction coefficient is defined as

µ = (µeq +K(ϕ− ϕeq))+ . (2.20)

The fluid transfer rate reads

Vf = −hmΦ−∇ · (hm(1− ϕ)(u− v)). (2.21)

The transfer of fluid momentum between the mixture and the upper fluid layer ends up in the
term ((1 − λf )u + λfuf )ρfVf in the fluid momentum equations (2.14b), (2.14c), where λf is a
parameter describing the stress distribution between the fluid and solid phases at the interface
between the layers (see Appendix A.3 for details). We define two possible choices for this
arbitrary parameter

λf =
1

2
− 1

2
sgn(Vf )δf , δf =

{
0 centered distribution,
1 upwind distribution.

(2.22)

1The effective shear viscosity ηe is approximated using Einstein’s formula [15] to take into account the presence
of granular material (see for example [11, 4, 9]), see also Appendix A.2.
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As a result, if we choose δf = 0, the fluid velocity at the interface defined by (1− λf )u + λfuf
reduces to (u+ uf )/2, while if we choose δf = 1, this velocity depends on the sign of Vf . In this
case, if the fluid is expelled from the mixture, Vf > 0 and λf = 0 so that the velocity is u. On
the other hand, if the fluid is sucked into the mixture, Vf < 0 and λf = 1, and the velocity is
uf . Note that, as exposed in [7], the expression (2.21) of the fluid transfer rate Vf is obtained

from the mass equations together with the transport of the solid volume fraction

∂tϕ+ v · ∇ϕ = −ϕΦ, (2.23)

that constitutes an alternative scalar equation to be considered instead of (2.21).

2.3.2 Computation of the basal solid pressure

A first approach to compute the solid pressure at the bottom ps|b appearing in the granular
friction term is to combine the above relations that implicitly define ps|b. Indeed, ps|b depends
on pefm |b (equations (2.19)) that can be expressed as a function of Φ (equation (2.16b)), that is

a function of ϕeq (equation (2.18)) that itself can be expressed as a function of ps|b (equations
(2.19)). Combining these expressions, we find that

√
ps|b is the positive root of the third order

polynomial,

(
√
ps|b)

3 + A2(
√
ps|b)

2

−(ϕ(ρs − ρf )g cos θhm + A1(ϕ− ϕc))(
√
ps|b)− A2(ϕ(ρs − ρf )g cos θhm + ϕA1) = 0

(2.24)

with coefficients A1 =
β

(1− ϕ)2

h2
m

2
γ̇K, A2 = bϕ (αϕd

2γ̇2ρs + ηf γ̇)1/2. It can be shown that this

equation has a unique positive root ps|b > 0. Note that the polynomial and therefore its root
are not the same when changing the rheological laws. Even if solving this equation is simple in
depth-averaged models, it becomes problematic when solving multilayer models with dilatancy
[17]. An alternative approach is to solve an evolution equation for the solid pressure as in [23]
instead of specifying the 3D dilatancy closure Φ = γ̇ tanψ (equation (2.8)). This equation may
be deduced from the 3D solid stress tensor equation proposed in [4] where a thermodynamic
analysis of a two-phase mixture for elastic-plastic granular solid in a viscous fluid is performed
to close the Jackson system. Under certain assumptions, mainly neglecting pure plastic behavior
(see Appendix A.6 for details), we find the following equation for the solid pressure ps

1

B

(
∂tps + v · ∇ps

)
= −∇ · v + γ̇ tanψ, (2.25)

where B = E
3(1−2ν)

is the elastic bulk modulus of the solid (here the grains), and E and ν
are the Young modulus and the Poisson ratio, respectively. Typical values for glass beads are
E = 70× 109Pa and ν = 0.2, corresponding to a solid bulk modulus B = 38.9× 109Pa, and for
sand are E = 100×106Pa and ν = 0.4, corresponding to a solid bulk modulus B = 16.6×107Pa
[20, 37]. Note that (2.25) reduces to the 3D dilatancy closure Φ = γ̇ tanψ when B tends to
infinity. Using classical asymptotic assumptions and the depth-averaging process detailed in
Appendix A.6, we obtain the following equation for the solid pressure at the bottom ps|b

∂tps|b + v · ∇ps|b =
1

4
(ρs − ρf )g cos θϕhm∇ · v −

3

2
B(Φ− γ̇ tanψ). (2.26)

We still need to define Φ, which can be easily obtained by using the expression of the excess
pore pressure in (2.16b) and ps|b in (2.19) as follows

Φ = −2(1− ϕ)2

βh2
m

(pefm)|b, with (pefm)|b = −
(
ps|b − hmϕ(ρs − ρf )g cos θ

)
.
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We will compare these two approaches in the numerical tests in section 5.

2.4 Origin and impact of dilatancy in mixture models

How dilatancy is accounted for in depth-averaged mixture models is somewhat hidden since it
involves a motion in the z-direction perpendicular to the slope, which is assumed to be small
in these shallow models. The dilatancy law Φ clearly appears in the mass equations describing
mass exchange in the systems (2.12), (2.23), taking into account (2.21).

2.4.1 Dilatancy and pore fluid pressure

Dilatancy is also present in the momentum equation through the excess pore pressure at the
bottom (pefm)|b (equation (2.16b)), which represents the non-hydrostatic part of the pore fluid
pressure pfm in our model. It is very sensitive to contraction/dilation of the granular phase and
impacts in turn the rheology of the fluidized granular material. Indeed, (pefm)|b appears in the
solid pressure at the bottom ps|b together with a hydrostatic term including buoyancy,

ps|b = ϕ(ρs − ρf )g cos θhm − (pefm)|b, (2.27)

ps|b being directly involved in the friction law on the right-hand side of (2.14a). The excess pore
pressure pefm is generated by the normal displacement produced by the dilation-contraction of
the granular material saturated by the fluid and is originally defined as2

pefm =
β

1− ϕ

∫ b+hm

z

(uz − vz)(z′)dz′, (2.28)

where uz and vz represent the fluid and solid velocities respectively, in the direction normal to
the inclined reference plane (see figure 1). It appears as a non-hydrostatic contribution in the
solid and fluid pressures in the mixture (see Section 3.4 in [7] for details). From this definition
we see that the excess pore pressure is negative if the granular material goes up with respect to
the fluid (vz > uz) in the case of dilation (Φ > 0) and is positive (vz < uz) in the opposite case of
contraction (Φ < 0). As only downslope velocities are considered in our shallow depth-averaged
model, we replace the normal velocities (uz, vz) by the downslope velocities (u, v) using the
dilatancy closure equation div v = Φ, leading to

uz − vz = − z − b
1− ϕ

(
Φ +∇ · ((1− ϕ)(u− v))

)
+ (u− v) · ∇b+ O(ε3),

with ε the ratio between the characteristic thickness and downslope extension of the flow, which
is assumed to be small in shallow models. The pore pressure at the bottom thus becomes

(pefm)|b =
β

1− ϕ

(
−1

2

h2
m

1− ϕ
Φ− 1

2

h2
m

1− ϕ
∇ · ((1− ϕ)(u− v)) + hm(u− v) · ∇b+ O(ε4)

)
.

Interestingly, the dilatancy effects remain in the system whether the downslope velocities u, v
are the same or not. As proposed in [7], a high drag coefficient, β ∼ ε−1, implies a small velocity
difference u − v ∼ ε, so that, at order ε2, we obtain the values of (pefm)|b and pefm used in our
model (equation (2.16b)). Using equation (2.18), the excess pore fluid pressure at the bottom
thus reads

(pefm)|b = −75
ηf
d2

ϕ2

(1− ϕ)3
(ϕ− ϕeq)K

5

2
hm|v|. (2.29)

2see equation 3.45 in [7] and Section 3.5 in that paper for more details.
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Figure 2: Illustration of the values of (pefm)|b/(ϕ − ϕeq) defined in (2.29) as a function of ϕ for
the parameters ηf = 9.8× 10−3 Pa s, d = 160 µm, K = 4.09, hm = 5 mm, v = 0.4 mm/s taken
from [7]. Note that in [7], ϕ− ϕeq ' 10−2.

As a result, the excess pore fluid pressure at the bottom directly depends on the deviation from
the critical state (ϕ − ϕeq) and in particular on its sign. If ϕ > ϕeq, the granular phase dilates
and the excess pore pressure is negative and vice versa. In particular, the excess pore pressure
is equal to zero in steady flows where ϕ = ϕeq, i.e. in the critical state. The absolute value of
the excess pore fluid pressure increases as the viscosity of the fluid and the downslope solid flux
increase and it decreases with increasing grain diameter as a result of higher permeability. To
illustrate this, figure 2 shows (pefm)|b/(ϕ − ϕeq) as a function of ϕ for values of the parameters
taken from [7].

2.4.2 Dilatancy and fluid transfer rate

Another key quantity in debris flow models with dilatancy is the fluid transfer rate Vf between
the mixture and upper fluid layers. The fluid mass transfer appears in the mass conservation
equation (2.12). When Vf > 0, the fluid is expelled from the mixture region towards the fluid-
only layer as depicted in figure 1, and vice versa. This fluid transfer rate is directly related to
the dilatancy of the granular phase by (2.21) that leads, owing to equations (2.8) and (2.9), to

Vf = −hmγ̇K (ϕ− ϕeq)−∇ · (hm(1− ϕ)(u− v)). (2.30)

When ϕ > ϕeq, the granular phase dilates and the first term in the fluid transfer rate is negative,
which means that the fluid is sucked from the upper fluid layer into the mixture (figure 1), and
vice versa. Note that the second term in equation (2.30) shows that, in principle, the fluid can
still be transferred from one layer to the other when ϕ = ϕeq, as long as u − v 6= 0. However,
this situation is hardly ever achieved since the time scale for u and v to be equal due to drag is
much shorter than the time scale to reach the critical state (see [7]).

2.4.3 Relation between the key variables

It is worth pointing out that the key variables describing the deviation to the critical state
(compaction/dilatation) in the model are all related to dilatation angle vis tanψ since

tanψ = −(pefm)|b ∗
2(1− ϕ)2

γ̇βh2
m

= µ− µeq = K (ϕ− ϕeq) =
div v

γ̇
. (2.31)
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Group A

(A1) 2 layers, 2 velocities in the mixture,
upper fluid velocity uf , [2L: (u,v) |uf ]

(A2) 2 layers, 1 velocity in the mixture
(u = v), upper fluid velocity uf
[2L: (v) |uf ]

Group B

(B1) 2 layers, 2 velocities in the mixture,

upper fluid velocity Vm =
ρsϕv+ρf (1−ϕ)u

ρ
[2L: (u,v) |Vm]

(B2) 2 layers, 1 velocity (u = v = uf )
[2L: (v) |v]

Group C

(C1) 1 layer, 2 velocities in the mixture
[1L: (u,v)]

(C2) 1 layer, 1 velocity in the mixture
(u = v)
[1L: (v)]

Figure 3: (A1) Flow configuration and notations for the full two-layer model with three velocities:
the fluid and solid velocities in the mixture u and v and the velocity of the upper fluid layer uf
[7]. The derived simplified models are (A2), the same as (A1) except that the solid and fluid
velocities in the mixture are assumed to be the same (u = v), (B1), the same as (A1) except
that the velocity of the upper fluid layer is assumed to be the mean velocity of the mixture
(uf = Vm), (B2), the same as (A1) except that all the velocities are assumed to be the same
(u = v = uf ), (C1), a one-layer model with a virtual thickness H, a solid velocity v, and a fluid
velocity u, (C2) the same as (C1) but with identical velocities for the solid and fluid phases
(u = v).
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3 Simplest one-velocity models

We are going to introduce several simplified models, sketched in figure 3. They are derived from
the full two-layer and three-velocity model (A1) described in Section 2.3. We will present here
only the two simplest models that involve only one velocity: (i) the two-layer model (B2), (ii)
the one-layer model with a virtual thickness (C2). The two-layer model with a different velocity
for the mixture and the upper fluid layer (A2) was presented in [14] and is given in Appendix
F.2.

3.1 Two-layer model with one velocity (B2)

3.1.1 System of equations

The procedure to obtain this simplified model is as follows. A key assumption is that we consider
a high friction coefficient β between the solid and fluid phases in the mixture and a high friction
coefficient kf between the layers. This results in a single downslope velocity for the whole system

u = v = uf .

We keep the notation v for the single velocity (figure 3B2). In this two-layer model, the system
has four unknowns hm, hf , ϕ, andv and is described by the following equations (remember that
ρ = ρsϕ+ ρf (1− ϕ)): The total and upper fluid layer mass conservation equations,

∂t(ρhm + ρfhf ) +∇ ·
(

(ρhm + ρfhf )v
)

= 0, (3.1a)

∂t(ρfhf ) +∇ · (ρfhfv) = ρfVf , (3.1b)

the volume fraction equation
∂tϕ+ v · ∇ϕ = −ϕΦ, (3.1c)

and the total momentum conservation equation

(3.1d)

∂t((ρhm + ρfhf )v) +∇ · ((ρhm + ρfhf )v ⊗ v) + g cos θ∇
(
ρ
h2
m

2
+ ρf

h2
f

2
+ ρfhmhf

)
= −g cos θ(ρhm + ρfhf )∇b− g sin θ(ρhm + ρfhf )ex

− µ sgn(v)
(
(ρ− ρf )g cos θhm − (pefm)|b

)
− 5

2

ηe(1− ϕ)

hm
v.

The closures for this model are adapted from (2.16)-(2.22), giving

(pefm)|b = − β

(1− ϕ)2

h2
m

2
Φ, β =

150ηfϕ
2

(1− ϕ)d2
, (3.2a)

and the dilatancy relations

µ = (µeq +K(ϕ− ϕeq))+ , Vf = −hmΦ, Φ = γ̇K(ϕ− ϕeq), (3.2b)

with rheological laws

ϕeq =
ϕc

1 + bϕJ 1/2
ϕ

with Jϕ = αϕI
2 + J,

µeq = µc + ∆µ

I0+J 1/2
µ

J 1/2
µ with Jµ = αµI

2 + J,

where I =
d γ̇√
ps|b/ρs

, J =
ηf γ̇

ps|b
, and γ̇ =

5

2

|v|
hm

, ps|b = (ρ− ρf )g cos θhm − (pefm)|b.

(3.2c)
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This model preserves the total mass (equation (3.1a)), the total volume, and the mass and
volume of each phase, as we will briefly prove now. Equations (2.1) and (2.23) give the evolution
equation for the bulk density,

∂tρ+ v · ∇ρ = −(ρ− ρf )Φ. (3.3)

We subtract (3.1b) from (3.1a) and use Vf = −hmΦ, then further subtract hm times (3.3). We
obtain the equation for the mixture volume,

∂thm +∇ · (hmv) = hmΦ. (3.4)

Now combining this last equation with (3.1b) we obtain the total volume conservation equation

∂t(hm + hf ) +∇ · ((hm + hf )v) = 0. (3.5)

The solid and fluid volumes are calculated straightforward as a combination of (3.1b) and (3.3)
with (3.4),

∂t(ϕhm) +∇ · (ϕhmv) = 0, ∂t((1− ϕ)hm + hf ) +∇ · (((1− ϕ)hm + hf )v) = 0. (3.6)

Since the phase densities ρs, ρf are constant, we equivalently obtain mass conservation for each
phase by multiplying these two equations by ρs and ρf respectively. The sum of these two gives
(3.1a), whereas the sum of (3.6) gives (3.5).

3.1.2 Model (B2) expressed as a function of the virtual thickness

Let us define the so-called virtual thickness (see figure 4 for a schematic representation) as

H =
ρhm + ρfhf

ρ
= hm +

ρf
ρ
hf . (3.7)

Then ρH represents the total mass that is conserved (see equation (3.1a)). This quantity is
conserved but part of the solid or fluid may pass through this virtual surface during dilation
or contraction. Since ρ ≥ ρf according to (2.1), hawse have hm ≤ H ≤ hm + hf . The above
definition of H was introduced by Iverson and George [23] as the height of the so-called “virtual
free surface”. Figure 4 shows schematically the virtual thickness and how it changes in the case
of dilation and compaction. As the granular phase dilates, the solid volume fraction ϕ decreases,
thus the bulk density ρ decreases owing to (2.1). Hence H increases as long as the mass is
conserved. On the other hand, during compaction ρ increases with ϕ and then H decreases.
As mentioned before, our system does not allow hf < 0 and therefore there is always a small
layer of water above the mixture, or in the limit case where hf = 0, we obtain H = hm. We
additionally introduce

∆H = H − hm. (3.8)

Thus ∆H represents the distance of the virtual surface (b + H) to the mixture surface b + hm
and hf −∆H represents the difference between the real free surface (b+hm+hf ) and the virtual
surface (b+H). This is illustrated in figure 5, where for clarity we use the same schematic view
as in figure 4). Note that ∆H =

ρf
ρ
hf so that for typical values of 0.3 < ϕ < 0.6, we obtain

0.5hf < ∆H < 0.7hf .
Taking into account these expressions, the mixture model (3.1)-(3.2) is equivalently written for
unknowns H,∆H , ϕ, v as

∂t(ρH) +∇ · (ρHv) = 0, (3.9a)
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Ñ

Figure 4: Schematic view showing the virtual thickness H introduced in [23] and defined by
(3.7) as well as the behavior of the system experiencing dilation or compaction.

∂t(ρ∆H) +∇ · (ρ∆Hv) = ρfVf , (3.9b)

∂tϕ+ v · ∇ϕ = −ϕΦ, (3.9c)

∂t(ρHv) +∇ · (ρHv ⊗ v) + g cos θ∇
(

1

2
ρ
(
H2 +

ρ− ρf
ρf

∆2
H

))
=−ρHg cos θ∇b− ρHg sin θex−µ sgn(v)

(
(ρ− ρf )g cos θ(H−∆H)− (pefm)|b

)
+
− 5

2

ηe(1− ϕ)

H −∆H

v.

(3.9d)

with

(pefm)|b = − β

(1− ϕ)2

(H −∆H)2

2
Φ, β =

150ηfϕ
2

(1− ϕ)d2
, (3.10a)

the dilatancy laws

µ = (µeq +K(ϕ− ϕeq))+ , Vf = −(H −∆H)Φ, Φ = γ̇K(ϕ− ϕeq), (3.10b)

and the rheological laws

ϕeq =
ϕc

1 + bϕJ 1/2
ϕ

with Jϕ = αϕI
2 + J,

µeq = µc + ∆µ

I0+J 1/2
µ

J 1/2
µ with Jµ = αµI

2 + J,

where I =
d γ̇√
ps|b/ρs

, J =
ηf γ̇

ps|b
,

and γ̇ =
5

2

|v|
H −∆H

, ps|b = (ρ− ρf )g cos θ(H −∆H)− (pefm)|b.

(3.10c)

With the aim to compare our model to the Iverson-George model [23, 18], we write the pressure
appearing in the Coulomb friction term as

ps|b = (ρ− ρf )g cos θ(H −∆H)− (pefm)|b = ρg cos θH − (pfm)|b, (3.11)

with the pore fluid pressure at the bottom (see equations (3.44) and (4.31) in [7])

(pfm)|b = ρfg cos θ

(
H +

ρ− ρf
ρf

∆H

)
+ (pefm)|b. (3.12)
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Figure 5: Virtual thickness H introduced in (3.7) and associated thickness ∆H in (3.8)

3.2 One-layer model with one velocity (C2)

In order to derive a simplified model with only one thickness and one velocity, as in the Iverson-
George model [23, 18], we keep the virtual thickness H as the only thickness in the model. We
thus neglect the terms involving ∆H in the system (3.9) by assuming

∆H = H − hm � H. (3.13)

According to (3.7), this means that hf is small and that the virtual thicknessH is very close to the
mixture thickness hm (figure 5). This assumption is appropriate to describe debris flows, where
the upper fluid layer is expected to be thin, but not at all to describe submarine landslides, where
the thickness of the fluid layer is large, even though such a model has been used for submarine
landslides [19]. Furthermore, with assumption (3.13), equation (3.9b) for hf tells us that the
dilatancy Φ must be small too, since Vf = −hmΦ. In spite of this, we keep it in the system
in order to conserve the dilatancy effect (explicitly appearing in the equation for ϕ and in the
excess pore pressure pefm). As a result, the oversimplified system (3.14) below is only valid when
dilatancy is small |Φ|� 1. Our single layer mixture model thus reads

∂t(ρH) +∇ · (ρHv) = 0, (3.14a)

∂tϕ+ v · ∇ϕ = −ϕΦ∗, (3.14b)

(3.14c)
∂t(ρHv) +∇ · (ρHv ⊗ v) + g cos θ∇

(
ρ
H2

2

)
= −ρHg cos θ∇b− ρHg sin θex − µ∗ sgn(v)

(
ρg cos θH − (pfm)∗|b

)
+
− 5

2

ηe(1− ϕ)

H
v.

The critical-state solid volume fraction and friction coefficient, the shear rate and the excess
pore pressure depend on the mixture thickness hm = H−∆H . Condition (3.13) implies that hm
can be replaced by H. To point out this modification, we will add a “star” notation when hm is
replaced by H in the expressions. These simplifications induce significant differences with the
previous model (3.1)-(3.2), which will be quantified in the numerical tests (see section 3.3 below
for a deeper analysis). The pore fluid pressure at the base becomes

(pfm)∗|b = ρfg cos θH + (pefm)∗|b, with (pefm)∗|b = − β

(1− ϕ)2

H2

2
Φ∗, β =

150ηfϕ
2

(1− ϕ)d2
. (3.15a)
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The dilatancy and rheological laws involve

µ∗ = (µeq∗ +K(ϕ− ϕeq∗
c ))+ , Φ∗ = γ̇∗K(ϕ− ϕeq∗

c ), (3.15b)

and
ϕeq∗ =

ϕc
1 + bϕ(J ∗ϕ )1/2

with J ∗ϕ = αϕ(I∗)2 + J∗,

µeq∗ = µc + ∆µ
I0+(J ∗µ )1/2

(J ∗µ )1/2 with J ∗µ = αµ(I∗)2 + J∗,

where I∗ =
d γ̇∗√
ps∗|b/ρs

, J∗ =
ηf γ̇

∗

ps∗|b
,

and γ̇∗ =
5

2

|v|
H
, ps

∗
|b = (ρ− ρf )g cos θH − (pefm)∗|b.

(3.15c)

3.3 Impact of considering a virtual thickness

Let us analyze how the assumption of a virtual thickness H (condition (3.13)) instead of consid-
ering two layers impacts the pressure at the bottom that appears in the Coulomb-type friction.
The solid pressure at the bottom ps|b in the original two-layer one-velocity model involves the
mixture thickness hm while its approximate value ps

∗
|b involves H and thus part of the upper

fluid layer (see figure 5). We can explicitly estimate the difference (in blue) between the original
and approximate solid basal pressure terms (assuming Φ∗ ' Φ)

ps
∗
|b = ρg cos θH − (pfm)∗|b = (ρ− ρf )g cos θH − (pefm)∗|b

= ps|b + (ρ− ρf )g cos θ∆H +
β

(1− ϕ)2

H2 − h2
m

2
Φ

= ps|b+∆H

(
(ρ− ρf )g cos θ +

β

(1− ϕ)2

H + hm
2

Φ

)
.

This term, negligible under assumption (3.13), is positive since ∆H > 0, thus ps
∗
|b > ps|b. The

difference between the original shear rate γ̇ = 5
2
|v|
hm

and its approximation can also be written in
terms of ∆H as

γ̇∗ = γ̇ +
5

2
|v|
(

1

H
− 1

hm

)
= γ̇−5

2
|v| ∆H

hmH
.

The additional term in blue is small under (3.13) and negative, leading to smaller inertial numbers
I∗ and J∗ in (3.15c) and µ∗ ≤ µ (with equality if v = 0). As a result, the increase of ps|b and the
decrease of µ in the one-layer one-velocity model (C2) compared to the two-layer one-velocity
model (B2) have opposite effects on the granular friction. This will be analyzed in the numerical
tests presented in Section 5.

3.4 Comparison with the Iverson-George model

In this section we compare our oversimplified mixture model (C2) with the Iverson-George model
presented in two companion papers [23] and [18].

3.4.1 The Iverson-George model

The two main characteristics of the Iverson-George model are (i) the basal pore fluid pressure
called pb calculated by solving an advection-diffusion equation (3.16d) involving the elasticity of
the grains, and (ii) the idea of a virtual surface called h in their papers (see section 3.1.2).

21



Let us use the Iverson-George model [23, 18] with our notation, except for h and pb (see the
equivalence of notations in Appendix B). We use the subscript IG to denote particular coefficients
for the Iverson-George model. The unknowns h, ρ, v, pb obey the following equations

∂th+∇ · (hv) =
ρ− ρf
ρ

D, (3.16a)

∂t(ρh) +∇ · (ρhv) = 0, (3.16b)

∂t(hv) +∇ · (hv ⊗ v) + κh2g cos θ∇ρ+ κ∇
(
g cos θ

h2

2

)
+
h(1− κ)

ρ
∇pb

= −hg cos θ∇b− hg sin θex +
ρ− ρf
ρ

Dv − τs + τf
ρ

,
(3.16c)

∂tpb + v · ∇pb +
1

4
g cos θ

(
(ρf + 3ρ)h∇ · v − ρf

ρ− ρf
ρ

D

)
=

3

2α

(
D

h
− γ̇IG tanψIG

)
. (3.16d)

The terms τs and τf in the momentum equation are the solid and fluid basal shear stresses
respectively, given by

τf = (1− ϕ)ηe
2v

h
, τs = µIG

v

|v|
σe, µIG = tan(δ + ψIG), (3.17a)

with δ the basal constant-volume friction angle of the material and σe the basal solid pressure

σe = ρg cos θh− pb. (3.17b)

The bottom pore fluid pressure pb is solved in the last equation of the system. It is composed
of the hydrostatic contribution and the excess pore fluid pressure pe, giving

pb = ρfg cos θh+ pe, (3.17c)

where pe is an unknown related to D by

D = −2kIG

hηe
pe, with kIG = k0e

0.6−ϕ
0.04 , (3.17d)

the hydraulic permeability of the granular aggregate and k0 a reference permeability (k0 ∼
10−13 − 10−10 m2, cf. [23]). The coefficient α > 0 in the pressure equation is the elastic
compressibility and κ is a lateral pressure coefficient that equals 1 when isotropy of normal
stresses is assumed. The shear rate γ̇ is approximated by Iverson and George as (see equations
4.24 in [23] or 2.14 in [18])

γ̇IG =
2|v|
h
. (3.17e)

The closures for the dilatancy law are given as

tanψIG = ϕ− ϕeq
IG, ϕeq

IG =
ϕc

1 +
√
N
, N =

J

1 + J St
=

J

1 + I2
, (3.17f)

where the inertial, viscous and Stokes numbers I, J , and St are defined in (2.4)-(2.5). Note that
the basal solid pressure is denoted here by σe instead of ps|b.
Note also that in [18], where the model is numerically solved, the authors neglect the term
κh2g cos θ∇ρ in the momentum equation (3.16c) under the assumption of a small longitudinal
gradient of ρ (see equation A.2 in [18]). In fact, this term does not appear in our system, as
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will be seen later. It is worth mentioning that the Iverson-George model does not give any
information on the conservation of the solid and the fluid mass or volume since h is not a real
surface. Even if the total mass ρh is conserved, the solid or the fluid may pass through the
virtual surface h during dilation or contraction (cf. [23]), as in our one-layer one-velocity model
(C2). It follows that the quantities ρsϕh and ρf (1−ϕ)h do not represent the total solid and fluid
mass respectively and are not conserved in the Iverson-George model. Therefore, from equations
(3.16a)-(3.16b) we obtain (see equations 4.7 and 4.8 in [23])

∂t(ρsϕh) +∇ · (ρsϕhv) = −ρsρf
ρ
ϕD, ∂t(ρf (1−ϕ)h) +∇ · (ρf (1−ϕ)hv) =

ρsρf
ρ
ϕD. (3.18)

On the other hand, our two-layer one-velocity model (B2) in (3.1) naturally accounts for the
liquid mass flux expelled or sucked from/by the mixture through the quantity Vf = −hmΦ and
conserves the total solid and fluid masses.

3.4.2 Comparison with our one-layer one-velocity model (C2)

We obtain our oversimplified mixture model (C2) in (3.14) from the Iverson-George model
(3.16) with small differences detailed below, under the following assumptions (see details of
the calculation in Appendix C.1):

∗ κ = 1 (isotropy of normal stresses),

∗ α→ 0 (grain elasticity is neglected),

∗ h = H,

∗ ∇ρ � 1, that leads to neglecting κh2g cos θ∇ρ in the momentum equation, as done by
Iverson and George [18].

When the grain elasticity α is neglected (α→ 0), we obtain from equation (3.16d) that

D

h
= γ̇IG tanψIG =

2|v|
h

(ϕ− ϕeq
IG)

where we used (3.17e) and (3.17f). Our dilatancy law (2.8)-(2.9) gives

Φ = γ̇ tanψ =
5

2

|v|
hm

K(ϕ− ϕeq).

When hm ' H = h and if ϕeq would have been equal to ϕeq
IG, we would have

D ≡ hΦ, (3.19)

for the particular value K = 4
5
. In this case, the excess pore pressure pe of Iverson and George

in (3.17d) and our value pefm in (2.16b) would be the same if we further assume ηf = ηe, as done
in their numerical application, and k = kIG. In figure 6, we show the huge differences between
the values of the hydraulic permeability in the two models as a function of ϕ (see figure 5 in [23]
for typical values). Its impact will be shown in test 2 of section 5. In the Iverson-George model,
the viscous basal shear stress for the fluid τf in (3.17a) would be the same as in our model (see
last term of equation (3.14c))) if we would have approximated the shear strain rate in the same
way (compare equation (3.17e) with equation (3.2c)). A similar term τf is considered in the
work of Pailha-Pouliquen [43] (see their equation 3.16) and in our work on numerical simulation
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Figure 6: Comparison of the hydraulic permeability as a function of ϕ for the proposed model and

for the Iverson-George model, given respectively by k = (1−ϕ)3d2

150ϕ2 m2 in (2.17) and kIG = k0e
0.6−ϕ
0.04

m2 in (3.17d), in a logarithmic scale for the y-axis. Values are taken from figure 5 in [23] for
different debris flows: left corresponds to real debris flows MSH and OSC where d < 16 mm,
k0 = 1.4 × 10−12 m2, k0 = 10−13 m2 and right corresponds to experiments SG and SGM where
d ∼ 0.4 − 20 mm, k0 = 1.5 × 10−10 m2 for SG, and k0 = 2.5 × 10−11 m2 (measured) and
k0 = 5× 10−9 m2 (for simulation in [18]) for SGM.

of immersed granular collapses (see equation 5.4 in [7]).

Other important differences between our model and the Iverson-George model are related to
the rheology, as detailed in Appendix C.1). For our model, the rheology is given in (2.7), (2.9),
and for Iverson-George in (3.17f). If we linearize the tangent in the friction coefficient given by
(3.17a), it reads

µIG = tan(δ + ψIG) ' tan δ + tanψIG.

The friction coefficient in the critical state µc = tan δ is thus constant while it depends on the
inertial and viscous numbers in our model (µeq(Jµ)) (see equations (2.7) and (2.11)). Regarding
the dilatancy, we obtain tanψIG in (3.17f) if we set K = 1 in (2.9). Furthermore, the expression of
the effective volume fraction ϕeq

IG is similar to the one proposed here in (2.7), but the dimensionless
number differs: N here and Jϕ = αϕI

2 + J in our model (see table (3)). The dependence on J
is linear in both Jϕ and N , whereas the dependence on I2 is completely different. In figure 7,
we show the behavior of ϕeq

IG and ϕeq for different values of J . Differences of more than 10% are
observed, in particular for high values of I and J , as will be further analyzed in the numerical
tests. Finally, concerning the pressure equation (3.16d), we can obtain it by depth-averaging
equation (2.25), for α = 1/B under several assumptions detailed in section C.2. Among them,
the most relevant are the specification of a linear profile for the vertical velocity and a quadratic
profile for the pore pressure.

4 Models with two velocities in the mixture

4.1 Two-layer model with two velocities in the mixture (B1)

The model (B1) (see figure 3) is a simplification of the original full model (A1) (section 2.3) that
is obtained by assuming that the upper fluid layer is no longer free but moves with the velocity
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Figure 7: Comparison of the effective volume fractions proposed here ϕeq in (2.7) and by Iverson
and George ϕeq

IG in (3.17f) as a function of the inertial number I for fixed J = 10−1, 10−2, 10−3

and with values αϕ = 0.1, aϕ = 0.66 for ϕeq in (2.7).

Iverson-George model Our mixture model

Effective fric. coeff. µeq
IG = µc = tan δ (const.) µeq = µc +

∆µ

I0 + J 1/2
µ

J 1/2
µ ,

Jµ = αµI
2 + J

tanψIG = ϕ− ϕeq
IG tanψ = K(ϕ− ϕeq)

Dilatancy fric. coeff.

ϕeq
IG =

ϕc

1 +
√
N

, N =
J

1 + I2
ϕeq =

ϕc

1 + a
√
Jϕ

, Jϕ = αϕI
2 + J

Table 3: Comparison between the dilatancy and rheological laws in the Iverson-George model
((3.17a), (3.17f)) and in our models ((2.7), (2.9))
.
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of the mixture Vm:

uf = Vm ≡
ρsϕv + ρf (1− ϕ)u

ρ
,

with ρ given by (2.1). This makes it possible to remove one velocity from the unknowns by
assuming an infinite friction coefficient between the layers (kf → ∞) in the original model
(2.12)-(2.21). In order to eliminate kf (uf − Vm) in the momentum equations, we combine the

fluid equations as follows: (2.14b)+
ρf (1−ϕ)

ρ
×(2.14c). We then write the system in a conservative

form (see Appendix E for details) to obtain the following two-velocity system for unknowns
hm, hf , ϕ, u, v. The mass conservation equations are the same as in the original model:

∂t(ρsϕhm) +∇ · (ρsϕhmv) = 0, (4.1a)

∂t(ρf (1− ϕ)hm) +∇ · (ρf (1− ϕ)hmu) = −ρfVf , (4.1b)

∂t(ρfhf ) +∇ · (ρfhfVm) = ρfVf , (4.1c)

with the same expression of the fluid transfer rate

Vf = −hmΦ−∇ · (hm(1− ϕ)(u− v)), (4.2)

or alternatively the continuity equation for the solid volume fraction

∂tϕ+ v · ∇ϕ = −ϕΦ. (4.3)

The momentum equations read

∂t

(
ρsϕ

(
hmv +

ρfhf
ρ

Vm

))
+∇ ·

(
ρsϕ

(
hmv ⊗ v +

ρfhf
ρ

Vm ⊗ Vm
))

= −g cos θ∇
(

(ρs − ρf )ϕ
h2
m

2
+ ρf

(hm + hf )
2

2

)
+ g cos θ(ρhm + ρfhf )

ρf (1− ϕ)

ρ
∇(hm + hf )

− (ρhm + ρfhf )
ρsϕ

ρ
g cos θ∇b+ (1− ϕ)hm∇pefm + βhm(u− v)

− sgn(v)µ
(
ϕ(ρs − ρf )g cos θhm − (pefm)|b

)
+
ρsϕ

ρ
((1− λf )u+ λfVm)ρfVf

− (ρhm + ρfhf )
ρsϕ

ρ
g sin θex −

ρ2
fρs

ρ2
hfVm(ϕΦ + (v − Vm) · ∇ϕ),

(4.4a)

(4.4b)

∂t

(
ρf (1− ϕ)

(
hmu+

ρfhf
ρ

Vm

))
+∇ ·

(
ρf (1− ϕ)

(
hmu⊗ u+

ρfhf
ρ

Vm ⊗ Vm
))

= −(ρhm + ρfhf )
ρf (1− ϕ)

ρ
g cos θ∇(b+ hm + hf )− (1− ϕ)hm∇pefm

− βhm(u− v)− ρsϕ

ρ
((1− λf )u+ λfVm)ρfVf −

5

2

ηe(1− ϕ)

hm
u

− (ρhm + ρfhf )
ρf (1− ϕ)

ρ
g sin θex +

ρ2
fρs

ρ2
hfVm(ϕΦ + (v − Vm) · ∇ϕ).

The closures are again the original ones, given by equations (2.16)-(2.22) that we indicate again
here for completeness. The excess pore pressure pefm terms involve

∇pefm =
1

hm

(
∇(hmpefm) + (pefm)|b∇b

)
, (4.5a)
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with

(pefm)|b = − β

(1− ϕ)2

h2
m

2
Φ, pefm = − β

(1− ϕ)2

h2
m

3
Φ (4.5b)

where the drag coefficient β and the dilatancy function Φ are

β =
150ηfϕ

2

(1− ϕ)d2
, Φ = Kγ̇(ϕ− ϕeq). (4.6)

The rheological laws give

ϕeq =
ϕc

1 + bϕJ 1/2
ϕ

with Jϕ = αϕI
2 + J,

µeq = µc + ∆µ

I0+J 1/2
µ

J 1/2
µ with Jµ = αµI

2 + J,

where I =
d γ̇√
ps|b/ρs

, J =
ηf γ̇

ps|b
,

and γ̇ = 5
2
|v|
hm
, ps|b = ϕ(ρs − ρf )g cos θhm − (pefm)|b.

(4.7)

The friction coefficient is defined as

µ = (µeq +K(ϕ− ϕeq))+ . (4.8)

The transfer of the fluid momentum distribution parameter is given by

λf =
1

2
− 1

2
sgn(Vf )δf , δf =

{
0 centered distribution,
1 upwind distribution.

(4.9)

As for the full model (A1), model (B1) preserves the total mass and volume and the masses and
volumes for each phase as a consequence of (4.1)-(4.3) (cf. [7]).

4.2 Rewriting the model (B1) using the virtual thickness

As we did in Section 3.1.2 and in order to compare our model with the Meng-Wang model [35],
we rewrite the above system (B1) in terms of the virtual thickness H and ∆H introduced in
(3.7) and (3.8) respectively. For easy tracking in this section, we point out once again that

hm = H −∆H , hm + hf = H + (hf −∆H), ρfhf = ρ(H − hm) = ρ∆H .

From the mass equations in (4.1), we obtain the total mass conservation equation

∂t(ρH) +∇ · (ρHVm) = 0. (4.10)

Each of the mass equations can also be written in terms of H as follows (see Appendix E for
details)

∂t(ρsϕH) +∇ · (ρsϕHv) = −ϕρfρs
ρ

(HΦ +∇ · (H(1− ϕ)(u− v))), (4.11a)

∂t(ρf (1− ϕ)H) +∇ · (ρf (1− ϕ)Hu) = ϕ
ρfρs
ρ

(HΦ +∇ · (H(1− ϕ)(u− v))), (4.11b)

∂t(ρ∆H) +∇ · (ρ∆HVm) = ρfVf . (4.11c)
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The momentum equations given in (4.4a), (4.4b) become

∂t

(
ρsϕ(Hv + ∆H(Vm − v))

)
+∇ ·

(
ρsϕ (Hv ⊗ v + ∆H(Vm ⊗ Vm − v ⊗ v))

)
= −g cos θ∇

(
(ρs − ρf )ϕ

(H −∆H)2

2
+ ρf

(H + (hf −∆H))2

2

)
+ ρf (1− ϕ)g cos θH∇(H + (hf −∆H))− ρsϕHg cos θ∇b+ (1− ϕ)(H −∆H)∇pefm
+ β(H −∆H)(u− v)− µ sgn(v)

(
ϕ(ρs − ρf )g cos θ(H −∆H)− (pefm)|b

)
+

+
ρsϕ

ρ
((1− λf )u+ λfVm)ρfVf − ρsϕHg sin θex −∆H

ρfρs
ρ
Vm(ϕΦ + (v − Vm) · ∇ϕ),

(4.11d)

∂t

(
ρf (1− ϕ)(Hu+ ∆H(Vm − u))

)
+∇ ·

(
ρf (1− ϕ) (Hu⊗ u+ ∆H(Vm ⊗ Vm − u⊗ u))

)
= −ρf (1− ϕ)Hg cos θ∇(b+H + (hf −∆H))− (1− ϕ)(H −∆H)∇pefm

− β(H −∆H)(u− v)− ρsϕ

ρ
((1− λf )u+ λfVm)ρfVf −

5

2

ηe(1− ϕ)

H −∆H

u

− ρf (1− ϕ)Hg sin θex + ∆H
ρfρs
ρ
Vm(ϕΦ + (v − Vm) · ∇ϕ),

(4.11e)

with
Vf = −(H −∆H)Φ−∇ · ((H −∆H)(1− ϕ)(u− v)). (4.11f)

In these equations we can also use the following equivalence that relates the velocity differences,

ρf (1− ϕ)(u− Vm) = ρsϕ(Vm − v) =
ρf (1− ϕ)ρsϕ

ρ
(u− v).

4.3 Oversimplified one-layer model with two velocities (C1)

As we did for the one-velocity model (C2), an oversimplified version (C1) (see figure 3) of the
two-layer model (B1) may be obtained by using the virtual thickness H as the only thickness.
We thus assume the same condition as in (3.13),

∆H = H − hm � H,

and obtain the following system for the unknowns H,ϕ, u, v:

∂t(ρsϕH) +∇ · (ρsϕHv) = ϕ
ρfρs
ρ
V∗f , (4.12a)

∂t(ρf (1− ϕ)H) +∇ · (ρf (1− ϕ)Hu) = −ϕρfρs
ρ
V∗f , (4.12b)

∂t

(
ρsϕHv

)
+∇ ·

(
ρsϕHv ⊗ v

)
= −g cos θ∇

(
ρsϕ

H2

2

)
+ g cos θρf

H2

2
∇ϕ− ρsϕHg cos θ∇b

+(1−ϕ)H(∇pefm)∗+βH(u−v)−sgn(v)µ
(
ϕ(ρs−ρf )g cos θH

− (pefm)∗|b
)

+
+
ρsϕ

ρ
((1− λ∗f )u+ λ∗fVm)ρfV∗f − ρsϕHg sin θex,

(4.12c)
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∂t

(
ρf (1− ϕ)Hu

)
+∇ ·

(
ρf (1− ϕ)Hu⊗ u

)
= −ρf (1−ϕ)Hg cos θ∇(b+H)− (1−ϕ)H(∇pefm)∗

− βH(u− v)− ρsϕ

ρ
((1− λ∗f )u+ λ∗fVm)ρfV∗f

− 5

2

ηe(1− ϕ)

H
u− ρf (1− ϕ)Hg sin θex.

(4.12d)

The rheological and dilatancy laws are modified in exactly the same way as for the one-layer
model given by equations (3.15). The pressure term in the above momentum equations reads

(∇pefm)∗ =
1

H

(
∇(H(pefm)∗) + (pefm)∗|b∇b

)
, with (pefm)∗ = − β

(1− ϕ)2

H2

3
Φ∗. (4.13)

Note that this term does not appear in the one-layer model. Finally, the approximation the
exchange term in (4.11f) becomes

V∗f = −HΦ∗ −∇ · (H(1− ϕ)(u− v)), (4.14)

and the distribution coefficient λ∗f is defined as in (2.22) but with V∗f

λ∗f =
1

2
− 1

2
sgn(V∗f )δf , δf =

{
0 centered distribution,
1 upwind distribution.

(4.15)

4.4 Comparison with the Meng-Wang model

In this section, we compare our previous one-layer two-velocity model (C1) to the model proposed
by Meng and Wang in [35]. the Meng-Wang model comes from a combination of our previous
work [7] and of the Iverson and George model [23, 18]. Indeed, they use the rheological and
dilatancy laws from [7], as well as different fluid and solid velocities in the mixture, and they used
our way of calculating the basal solid pressure. However, they use the virtual thickness concept
of Iverson and George [23, 18]. As a result, as in the Iverson-George model only the total mass
ρh is conserved in the Meng-Wang model and there is no information on the conservation of the
solid and the fluid mass or volume.

4.4.1 The Meng-Wang model

We express here the Meng-Wang model using our notation for the densities ρ, ρs, ρf , velocities
v, u and volume fraction ϕ, while we keep the notation h for the virtual surface and pe for the
averaged excess pore pressure, as in the Iverson-George model (see equivalence of notations in
Appendix B). We use the sub-index MW to denote particular coefficients for the Meng-Wang
model. We have also recombined some terms in the equations for an easier comparison.

The Meng-Wang model for unknowns h, ϕ, v, u is stated as

∂t(ρsϕh) +∇(ρsϕhv) = J, (4.16a)

∂t(ρf (1− ϕ)h) +∇(ρf (1− ϕ)hu) = −J, (4.16b)
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∂t(ρsϕhv) +∇ · (ρsϕhv ⊗ v) = −∇
(
ρsϕg cos θ

h2

2

)
+ g cos θρf

h2

2
∇ϕ

+(1− ϕ)∇(hpe)

− sgn(v)µMW

(
ϕ(ρs − ρf )hg cos θ − (pe)|b

)
+hβMW(u− v)− ρsϕhg sin θex

+((1− λ)u+ λv)J− αsϕv, (4.16c)

∂t(ρf (1− ϕ)hu) +∇ · (ρf (1− ϕ)hu⊗ u) = −(1− ϕ)∇
(
ρfg cos θ

h2

2

)
−(1− ϕ)∇(hpe)

−αf (1− ϕ)u− hβMW(u− v)

−ρf (1− ϕ)hg sin θex

−((1− λ)u+ λv)J

+h(1− ϕ)∇ · (2ηfD(u)). (4.16d)

The granular mass flux J through the virtual surface is given by

J = −ϕρfρs
ρ

(
hΦMW +∇ · (h (1− ϕ) (u− v))

)
, (4.16e)

and the value for ΦMW considered in [35] coincides with the one defined in equations 5.8 and 5.9
of [7], that is

ΦMW = γ̇MW tanψMW, tanψMW = K1(ϕ− ϕeq
MW), ϕeq

MW = ϕc −K2
ηf γ̇MW

ps|b
,

γ̇MW = 3
|v|
h
, µMW = tan(δ + ψMW),

(4.16f)

for ηf the dynamic viscosity of the fluid. The friction coefficient between phases is

βMW = (1− ϕ)2 ηf
kMW

(4.16g)

where the hydraulic permeability kMW is considered as a constant. The terms related to the
pressure are

pe =
2

3
(pe)|b, (pe)|b = −1

2

βMW

(1− ϕ)2
h2
(

ΦMW +∇ · ((1− ϕ)(u− v))
)
. (4.16h)

The viscous term, the last in equation (4.16d), involves the strain rate D(u) = (∇u+∇tu)/2, for
u the averaged fluid velocity. The coefficient λ in the momentum equations arbitrarily determines
the distribution of the granular mass flux between the phases at the virtual interface. It is given
in [35] by

λ = 1− ϕ. (4.16i)

The friction coefficients αs and αf are for the solid and fluid at the bottom, respectively.
Strangely, two friction forces are considered for the solid at the bottom: the Coulomb friction
and a Navier drag with coefficient αs.
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4.4.2 Obtaining our model (C1)

The Meng-Wang model (4.16) becomes our one-layer two-velocity model (C1) (i.e. (4.12)) with
b = 0 under the following assumptions:

∗ h = H,

∗ ∇ · (2ηfD(u)) is negligible,

∗ αf = 5
2
ηe
hm

,

∗ αs = 0 (no additional Navier friction at the bottom for the solid phase).

Let us discuss the second and third assumptions related to the viscous and bottom friction
stresses in the fluid. In the Meng-Wang model the authors only kept the downslope gradient
of the viscous stress tensor ∇ · (2ηfD(u)) and removed the slope perpendicular gradient that
leads, when depth-averaged, to the viscous stress at the bottom 5

2
ηeu
hm

. This last term is however
dominant in the asymptotics related to the shallow flow approximation. Furthermore, if the
term ∇ · (2ηfD(u)) is kept, other small terms of the same order should have been kept in the
slope-perpendicular momentum equations. Instead of keeping the viscous stress at the bottom,
they used the Navier friction law from [7]. Replacing the constant value of αf by the expression
above results in replacing the Navier friction law by the basal viscous term (see Appendix A.2).
There are other differences coming from the considered closure relations. Details of calculations
are given in Appendix D.1. The rheology in the Meng-Wang model is taken from [43] and [7],
while we used updated rheology in the present work. The friction coefficient β between the
solid and fluid phases in the mixture is also different since the hydraulic permeability kMW is a
constant while our permeability depends on the grain diameter and on the solid volume fraction
(see (2.17)). This is a key difference as will be shown in the numerical tests. Another difference
comes from the approximation of the basal pore pressure (compare (4.16h) for the Meng-Wang
model and (3.15) in the present work). Indeed, they took the higher order approximation given
in [7] corresponding to values of β ∼ O(1) while we only kept here the term corresponding to
β ∼ O(ε−1). Since β values are very high, we do not require an approximation of the basal pore
pressure higher than β ∼ O(ε−1).
Regarding the additional Navier solid friction, the authors in [36] assert that in the absence of
such an additional friction term, the granular mass would be continuously accelerated. However,
in the numerical comparison performed here (see Section 5.3.1), this additional friction term has
no significant effect. This lack of impact stems from the fact that Coulomb friction is proportional
to the pressure, making it four orders of magnitude larger than this linear term.
To identify other differences between the Meng-Wang model and model (C1), note that

J = ϕ
ρfρs
ρ
V∗f , and λ =

ϕρs
ρ
λ∗f .

Note also that if we assume u = v in the Meng-Wang model we do not obtain the Iverson-
George model since the closures for pressure, dilatancy and rheology are instead inspired by our
previous work [7]. Instead, we obtain a model similar to our oversimplified model (C2) with the
equivalence h = H (equations (3.14)).

5 Numerical illustrations in uniform regime

In this section, we perform a series of simulations of granular flows on sloping beds in uniform
regimes in order to compare the series of models derived here between one another and with the
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Figure 8: Flow configuration for the full two-layer model with three velocities (A1) from
[7] in the immersed configuration where the upper layer velocity uf is set to zero and
the water free surface is fixed as horizontal hf + hm + b+ x tan θ = cst.

Iverson-George and Meng and Wang models. We first consider, in section 5.1, immersed granular
flows (figure 8) that mimic submarine avalanches in order to compare with the lab-experiments
presented in [43]. Then, in the next sections 5.2-5.3, we focus on grain-fluid flows with a small
layer of fluid on top of them, which are a proxy for natural debris flows. For the sake of clarity,
the equations describing these uniform configurations for the different models (figure 3) are given
in Appendix G.

5.1 Immersed flows - effect of rheology

In this test, we compare the present rheology (2.7) to the one used in [7] and discuss the
sensitivity of the results to the rheological parameters by comparing with lab-experiments [43].
These experiments correspond to the immersed configuration represented in figure 8, described
by the following equations

∂thm = hmΦ, (5.1a)

∂tϕ = −ϕΦ, (5.1b)

∂tv = −µ sgn(v)
ps|b

ρsϕhm
+

β

ρsϕ
(u− v)− g(1− ρf/ρs) sin θex, (5.1c)

∂tu = −1

2
Φ

u

1− ϕ
− β

ρf (1− ϕ)
(u− v)− kb

ρf (1− ϕ)hm
u, (5.1d)

with kb = (5/2)ηe(1−ϕ)/hm, which is a very small term in all the simulations. To be consistent
with [7], we neglect the friction between the mixture and the upper-fluid layer by setting kf = 0
in (2.15) and we considered the centered distribution in (2.22), λf = 1

2
.

5.1.1 Physical and rheological parameters

Following [43] and [7], four cases are analyzed, corresponding to loose and dense initial packing
volume fraction, both for high and low fluid viscosity. For all of them we use

ρs = 2500 kg/m3, ρf = 1041 kg/m3, d = 1.6× 10−4 m.
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The high viscosity case corresponds to ηf = 0.96× 10−1 Pa s, a slope angle θ = 25o and

h0
m = 4.9× 10−3 m, ϕ0 =

{
0.562 loose,
0.588 dense,

u0 = v0 = 0 m/s.

The low viscosity case corresponds to ηf = 0.98× 10−2 Pa s, a slope angle θ = 28o with

h0
m = 6.1× 10−3 m, ϕ0 =

{
0.576 loose,
0.592 dense,

u0 = v0 = 0 m/s.

where u0 and v0 are the initial fluid and solid velocities within the mixture. Finally, the param-
eters defining the rheological laws, see equations (2.7), are: αϕ, αµ, ϕc, µc, I0, bϕ and ∆µ. For
the first two parameters involved in the definition of Jϕ and Jµ, respectively, we use the values
of [55]

αϕ = 0.1, αµ = 0.0088

since such parameters did not appear in the rheology chosen in [43] where the lab-experiments
were presented. As in [43], we set

ϕc = 0.582, µc = 0.415, and I0 = 0.279.

Finally, we must specify the values of bϕ and ∆µ. To be as close as possible to the rheology of
[55] (table 2), that is

ϕeq
Tapia = ϕc(1− aϕJ 1/2

ϕ ), µeq
Tapia = µc(1 + aµJ 1/2

µ ), (5.2)

we linearize our expressions (2.7) as follows

ϕeq
lin = ϕc − ϕcbϕJ 1/2

ϕ , µeq
lin = µc +

∆µ

I0

J 1/2
µ . (5.3)

By comparing (5.2) and (5.3) we obtain the following equivalence of parameters

bϕ ≡ aϕ, ∆µ ≡ µcI0aµ.

In [55], the values aϕ = 0.66, aµ = 11.29 are proposed to fit their laboratory experiments, thus
leading to

bϕ = aϕ = 0.66, ∆µ = µcI0aµ, with aµ = 11.29.

Finally, we perform a sensitivity analysis around these values to identify the set of parameters
making it possible to obtain the steady states with our present rheology that are as close as
possible to the one used in [7] (see Appendix H.1). Based on this analysis, we set

∆µ = 0.653, bϕ = 0.99,

corresponding to aµ = 5.645.

5.1.2 Flow behavior in loose and dense cases

In figure 9, we show the solid velocity v, the excess pore fluid pressure (pefm)|b, solid volume
fraction ϕ, friction coefficient µ and tangent of the dilatancy angle tan(ψ) for the loose and
dense cases for both high and low viscosity. Let us first present the flow behavior obtained with
the rheology proposed here that involves the dimensionless inertial and viscous numbers I2 and

33



High viscosity Low viscosity
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Figure 9: Solid velocity v, basal excess pore pressure (pefm)|b, solid volume fraction ϕ, friction
coefficient µ, and tangent of the dilatation angle ψ in the high viscosity (left column) and low
viscosity (right column) case, for both the dense (full lines) and the loose (dashed lines) cases.
The results for the proposed rheology are in black/gray and for the rheology in [7] in blue. The
lab-experiments from [42] are in green.
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J . Note that in the simulated cases I2 is negligible for high viscosity and is only about 10% of
J for low viscosity (see figure 28 of Appendix H.1).

In the dense case, for both viscosities, the granular mass takes some time to start moving
and then accelerates until it reaches the steady critical state (figure 9a,b). Since the beginning,
the granular mass dilates (ϕ decreases and tanψ > 0) until it reaches the critical state (figure
9e,g). The excess pore pressure becomes negative during this transient regime (figure 9c,d) thus
increasing the basal solid pressure (figure 29a,b). The positive dilatancy angle contributes to
increase the effective friction coefficient µ at the beginning of the flow (figure 9g,h). These two
effects contribute to increase the basal frictional shear stress, explaining why the mass takes
time to start at the initial instants. Interestingly, since tan(ψ) decreases with time, dilatancy
generates a friction weakening effect at the beginning of the flow that would not arise otherwise.
Indeed, once tan(ψ) becomes very small after about 300 s for high viscosity and 20 s for low
velocity, the friction coefficient increases, approaching to µeq, the evolution of which is dictated
by the viscous-inertial number (figure 9g,h). Interestingly, the overall evolution of µ and (pefm)|b
look very similar. This is partly related to the fact that γ̇ is very small at the beginning (figure
29c,d) and thus the evolution of the two quantities follow the evolution of tanψ, while later on, γ̇
increases and tanψ becomes small so that γ̇ controls their evolution as shown by the expression
of µ and (pefm)|b in (2.4.3).

In the loose case, the mass starts to move at the beginning for the two viscosities. Let us first
look at the behavior at high viscosity (dashed gray lines in the left column of figure 9). In that
case, the mass acceleration is huge at the very beginning and then the velocity decreases until it
reaches the steady critical state. Since the beginning, the granular mass compresses (ϕ increases
and tanψ < 0) until it reaches the critical state. The excess pore pressure becomes positive
during this transient regime thus significantly reducing the basal solid pressure psb (figure 29a,b)
and therefore the basal frictional shear stress. This explain the higher velocity in the loose case
compared to the dense case, despite the higher friction coefficient. Contrary to the dense case,
ϕ approaches ϕeq at the very beginning since the negative dilatancy angle is very small, with
a negligible contribution to the decrease of the effective friction coefficient µ (figure 9g). As a
result µ is always very close to µeq. The friction coefficient is high at the beginning because of
the high viscous-inertial number related to the high shear strain rate γ̇ (figure 29c,d).

At first glance, it seems surprising that the behavior in the loose case is so different at low
viscosity where the variables behave as in the dense case: increase of solid velocity, decrease of
solid volume fraction and negative excess pore fluid pressure. In fact, the initial compaction in
the so-called loose case in [43] is higher than the critical state solid volume fraction at equilibrium
and thus could have been considered as dense. We still however keep calling this case loose in the
following for consistency with [43] and [7]. Note that the granular compaction represented by
div v is one order of magnitude higher for low viscosity (∼ 10−3) than for high viscosity (∼ 10−4)
(figure 29e,f).

5.1.3 Influence of the rheology

Figure 9 also makes it possible to compare the variables calculated with the rheology proposed
here, the rheology used in [7] and the experimental data [43]. At low viscosity, the present
rheology better fits the experiments for the solid velocity and the basal excess pore pressure, in
both the so-called loose and dense cases (figure 9b,d). At high viscosity, the solid velocity with
the present rheology is also closer to observations in the loose case (figure 9a). The maximum
velocity with the proposed rheology is two times higher than with the rheology of [7]. In the
dense case, the excess pore pressure is closer to the measurements with the rheology in [7] at
the beginning, but its overall shape is better captured by the present rheology (figure 9c). The
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greatest difference between the values of (pefm)|b and ϕ calculated with the two rheologies is
observed in the dense case, while they are very close in the loose case. Concerning the friction
coefficient, the critical state friction coefficient µeq is constant in [7], i.e. it does not depend on
the viscous-inertial number (this dependency was replaced by a viscous term that depends on γ̇).
In the dense case, the time tstart at which the granular layer starts to move is better reproduced
by the rheology used in [7] but, afterwards, its evolution seems to be better captured with the
present rheology.

In figure 10, we investigate the influence of the rheological parameters ∆µ and bϕ on the
flow variables for the two viscosities. For all cases, we observe that ∆µ controls the long-term
steady-state velocity even though the long-term values of ϕ are also controlled by bϕ. In the
dense and loose cases, the initial value of the velocity is also significantly affected by bϕ. This
would be expected since the compression/dilatation mainly occur during the first stage of the
flow until about 300 s for high viscosity and 20 s for low viscosity. However, this tendency
is not observed for the other variables. For example, in the dense case, it is rather ∆µ that
controls the first stage of variation of the excess pore fluid pressure and the absolute value of
its maximum, the solid volume fraction ϕ and the friction coefficient µ. This is also the case of
µeq, hm, and div v but not of tanψ and γ̇, not represented here. In the loose case, the variables
are significantly different for the different values of ∆µ and bϕ, right from the start.

After this first transient regime (> 300 s for high viscosity and > 20 s for low viscosity), the
long-term values of the quantities are different for the different values of ∆µ and bϕ for both the
loose and dense cases. As observed above, the behavior of the friction coefficient µ is very similar
to that of the excess pore fluid pressure as these quantities are related (see section (2.4.3)). In
the dense case, the time needed for the mass to start moving tstart increases with increasing ∆µ
as the friction increases. For the same ∆µ, tstart increases with increasing bϕ.

As a result, the dependency of the variables on the rheological parameters is significant and
very complex, showing the high sensitivity of the model to the rheological parameters, which
are often difficult to constrain on the field scale.

5.2 Debris flow configuration - basal pressure

For the following tests, we consider grain-fluid flows with a free surface in the configuration
shown in figure 1, mimicking the experiment developed in [25] and simulated in [18]. In this set-
up, we compare the results from the series of models presented above, schematically represented
in figure 3. For two layer models, we define the thickness of the initial fluid-only layer at the top
as a fraction Ch of the mixture thickness h0

f = Chh
0
m.

5.2.1 Physical and rheological parameters

We set the following initial data

h0
m =

{
0.7169 m loose,
0.65 m dense,

ϕ0 =

{
0.48 loose,
0.59 dense,

h0
f = Chh

0
m m, u0 = v0 = u0

f = 0 m/s,

with the slope angle of the bottom at θ = 13◦ for the so-called loose and θ = 20◦ for the
dense cases. We consider the same mass for the mixture in the loose and dense cases so that
(ρ0h0

m)loose = (ρ0h0
m)dense. For one-layer models, the virtual thickness is H0 = h0

m + ρfh
0
f/ρ

0,
where ρ0 = ϕ0ρs + (1 − ϕ0)ρf (see equation (2.1)). When the relaxation equation is used to
solve the basal pressure, we assume that the excess pore pressure is zero at the beginning. As a
result, the initial basal solid pressure is the hydrostatic pressure p0

sb
= ϕ0(ρs − ρf )g cos θh0

m for
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Figure 10: Test 1: Solid velocity v, basal excess pore pressure (pefm |b), solid volume fraction ϕ,

friction coefficient µ and tangent of the dilatancy angle ψ, for high viscosity (left column) and
low viscosity (right column) and different values of ∆µ and bϕ.
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two-layer models and p0
sb

= ϕ0(ρs−ρf )g cos θH0 for one-layer models and for the Iverson-George
model.

The material properties are

ρf = 1000 kg/m3, ρs = 2700 kg/m3, d = 10−3 m, ηf = 10−3 Pa s,

and the rheological parameters

αϕ = 0.1, αµ = 0.0088, bϕ = 0.99, I0 = 0.279,
µc = tan 29◦, ϕc = 0.56, aµ = 5.645, ∆µ = µcaµI0.

(5.4)

Finally, we set mf = 1 for the friction between the mixture and upper-fluid layer (equation
(2.15)).

5.2.2 Computation of the solid pressure at the bottom

We compare here the two ways of calculating the basal solid pressure in the proposed models
described in Section 2.3.2: either as the solution of the third-degree polynomial (2.24) or as the
solution of the evolution equation (2.26) involving grain elasticity. For very large elastic solid
bulk modulus, these equations are equivalent since (2.26) can be seen as a relaxation equation
for the equation Φ = γ̇ tanψ.

For this, we solve the full model (A1) with two layers and 3 velocities in the loose configuration
with Ch = 0.15. For this value of Ch, the initial virtual thickness is H0 = 0.7762 m, close to the
mixture thickness h0

m = 0.7169 m. We test several values of B, varying from 106 Pa to 109 Pa
as a typical value for glass beads ([4]). In figure 11(left), we represent the normalized difference
between the solution without elasticity and the solution accounting for grain elasticity |ppol

sb
−peq

sb
|.

The difference between the two calculations is non-negligible for B = 106 Pa (50%), lower for
B = 107 Pa (10%) and drops below 0.1% for B = 109 Pa. We also tested the value B = 105

Pa and the difference is greater than 50%. Note that these values occur at the beginning of the
simulation (t = 0.1 s). After that, they are much smaller, less than 1% for the B = 106 Pa
case. Figure 11(right) shows that for B > 106 Pa, the effect of elasticity on the basal excess pore
pressure is very small and the difference in the solution of the pressure is not noticeable. As
pointed out in remark 2 in appendix A.6, equation (2.26) is only valid for a small contribution
of elastic effects. Otherwise, plastic expansion and contraction rates must be considered in the
model. Thus, for the configuration here, the use of (2.26) to solve the solid pressure remains
valid only for B ≤ 106. Note that this value holds for several granular mixtures such as glass
beads or sand-gravel. The elasto-plastic effects in debris flows models need further investigation
that is outside the scope of this study. Nevertheless, the proposed evolution equation (2.26)
provides an interesting alternative to compute the basal pressure, mainly from the numerical
point of view as a relaxation equation for the dilatancy law, and is thus more suitable for more
complex models, such as multilayer models, as discussed in section 2.3.2.

As discussed above, the same type of equation was proposed in the Iverson-George model to
calculate the basal fluid pressure (see equation (3.16d)). In their equation B = 1/α, where α is
the elastic compressibility, that varies between 10−7 − 10−2 Pa−1. Indeed, as described in detail
in [23], nearly liquefied debris-flow slurries with ϕ ≥ 0.4 generally exhibits behavior consistent
with α ∼ 10−5 Pa−1. Compressibilities as large as α ∼ 10−2 Pa−1 are found for relatively
dilute, mud-rich slurries and dredged sludges with psb < 103 Pa and ϕ < 0.4, whereas values of
α ∼ 10−7 Pa−1 are more appropriate for loosely packed sand and sand-gravel mixtures. Iverson
and George [23] proposed the empirical relation (see their equation 3.14)

α =
a

ϕ(psb − σ0)
(5.5)
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Figure 11: Values obtained for model(A1) ([2L: (u,v) |uf ]) for several values of the coefficient
B. Left: Normalized absolute error obtained with the two options of computing basal solid
pressure: ppol

sb
denotes the solution obtained when using the polynomial and peq

sb
when using the

relaxation equation. The reference pressure pref is the maximum of the solution ppol
sb

. Right:
corresponding basal excess pore pressure pefm |b obtained using equation (2.26).

where a is a proportionality calibration coefficient (a ∼ 0.01 − 0.05) and σ0 a reference stress
(σ0 ∼ 10 − 1000 Pa). In the uniform configuration solved in this paper, for σ0 = 1000 Pa
(typical for debris used in flume experiments), these values of a give B ∼ 105. As shown above,
this value is not small enough to neglect the elasticity in the model. We would have to decrease
a to 10−3 to obtain B ∼ 107.

5.3 Comparison of all the proposed models for debris flows

We will focus here on the differences between the models of various levels of complexity for both
loose and dense cases. The configuration and parameters are the same as those described in
Section 5.2.1. To provide deeper insight into the flow behavior, we compute the forces involved
in the model, given by the different terms in the equations. These forces are specified in table 6
of Appendix H.2 for models written in conservative form. Note that for the two-phase models,
the forces are plotted for the mixture layer by summing up the momentum equations for the
solid and fluid phases.

5.3.1 One-layer models compared to Iverson-George and Meng-Wang models

Let us compare, in the uniform regime ,our one layer models (C2), presented in section 3.2, and
(C1), presented in section 4.3, with the Iverson-George and Meng-Wang models, respectively.
All these models are defined in terms of a virtual thickness. The equations of these models in the
uniform regime are given in Appendix G: equations (G.12) for (C2), (G.16) for Iverson-George,
(G.11) for (C1) and (G.18) for Meng-Wang. We choose the loose case with data given in Section
5.2.1 and Ch = 0.15. The values of the constants involved in the Meng-Wang model are those
given in their paper [35],

K1 = 1.1, K2 = 3, αs = 10 Ns/m3, αf = 35 Ns/m3.

For these models the main difference lies in the rheological laws and in the definition of the
permeability, which plays a key role in particular in the dilatancy function Φ in our model, ΦMW
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in the Meng-Wang model, and D in the Iverson-George model. It has a strong impact on the
excess pore pressure and therefore on the basal solid pressure. In our model the permeability
k is a function of ϕ and d the mean grain diameter. In the Iverson-George model kIG, it is a
function of ϕ, and in the Meng-Wang model kMW is assumed to be constant:

k =
(1− ϕ)3d2

150ϕ2
, kIG = k0e

0.6−ϕ
0.04 , kMW = 10−9m2,

with k0 ∈ 10−13 − 10−10m2 a reference permeability (figure 12a). Depending on the value of the
constants k0 and kMW, very different solutions are obtained, the models being highly sensitive to
the permeability, as also discussed in [23]. To illustrate this sensitivity, we test two values of k0

(k0 = 2.6×10−11 considered in [18] and k0 = 5×10−10) and two values of kMW (kMW = 10−9 and
3× 10−9m2). Figure 12 shows that the permeability obtained with the original values proposed
for the Iverson-George model and the Meng-Wang model are quite far from the permeability k,
especially kIG that is one order of magnitude smaller. This induces strong differences between
the calculated mixture velocity Vm and basal solid pressure. Our models (C1) and (C2) give
almost the same results (the blue and the green lines are superimposed) because the solid and
fluid velocities in the mixture become very close from the very beginning (figure 12b). With the
proposed models (C1) and (C2) the maximum velocity is around 5 m/s while it reaches 80 m/s
in the Iverson-George model and 15 m/s in the Meng-Wang model. The mass stops much later
given that the maximum velocity increases. The velocity increases in the same way in all models
but its decrease is controlled by the basal frictional shear stress and thus the basal solid pressure
and the friction coefficient. Indeed, the velocity increases when ps|b is almost zero, because of the
high excess pore pressure, and decreases when ps|b returns to hydrostatic pressure. For example,
ps|b stays very low for a very long time in the Iverson-George model leading to this huge velocity
(figure 12c).

The variation of the friction coefficient can only be observed at the very first instants (< 3
s), as shown in figure 12d. The alternative values k0 = 5 × 10−10 and kMW = 3 × 10−9m2,
plotted in dash lines, give a permeability closer to k, leading to very similar velocities and basal
solid pressure (figures 12b,c) for all models. Interestingly, with these values, the Iverson-George
model leads to a higher basal solid pressure than in our model but to a lower friction coefficient
so that the velocities of the two models are the same. Even if the velocities are similar, the
friction coefficient µ and the dilatancy tanψ are not so close, because of the differences in the
rheology.

5.3.2 Influence of grain diameter and drag force between the layers

We impose here Ch = 0.15 and compare the results for two values of the mean grain diameter
d = 10−3 m (left column of figure 13) and d = 10−2 m (right column), for which the permeability
is 100 times bigger (see equation (2.17)). Our first objective is to compare the models, denoted
(1), that account for different solid and fluid velocities v and u in the mixture, and models,
denoted (2), where u = v. For this, we plot both the mixture velocity Vm for the six models
(first row of figure 13) and all the velocities involved in the models (second row).

We observe that the mixture velocities are 10 times higher for d = 10−3 m than for d =
10−2 m. For d = 10−3 m, the mixture velocities are the same for the two models of each group
A, B, C. Indeed, the calculated solid and fluid velocities in models (1) are almost identical. This
is not the case for d = 10−2 m where the drag coefficient β between the solid and fluid phases
in the mixture is 100 times lower. In this case, we indeed observe very different solid and fluid
velocities in the two-phase models (A1), (B1) and (C1) (figure 13d). For example, the fluid
velocity u is about three times higher than the solid velocity v for models (A1) and (B1). As a
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Figure 12: Comparison between our one layer models (C1)=[1L: (u,v)] and (C2) =[1L: (v)]
(lines are superimposed) and with the Iverson-George [IG] and Meng-Wang [MW] models. (a)
Permeability for each model with two values of k0 in the Iverson-George model and of kMW in
the Meng-Wang model, (b) velocity, (c) basal solid pressure and (d) friction coefficient.
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result, these two-phase models give very different mixture velocities than the one-velocity models
(A2), (B2) and (C2) (figure 13b). Furthermore, the behavior of models from groups A, B, and C
is much more different than for lower permeability (d = 10−3 m). Note that the velocity of the
fluid-only upper layer is quite similar for the two-phase model (A1) and for (A2). As a result,
for high permeability (here about 10−6 m2) we cannot assume u = v in the mixture as done in
the models of group (2) and in the Iverson-George model.

The behavior of the two layer models (groups A and B) is similar but with velocity differences
which are small for d = 10−3 m but can reach 25% for d = 10−2 m (13a,b). The one-layer models
(group C) have a significantly different behavior even for d = 10−3 m since the mixture velocity
decreases whereas it stays approximately constant for models of groups A and B. The difference
between models (C1) and (C2) is greater than between models (1) and (2) of groups A and B
(13b). Furthermore, for d = 10−2 m, model (C2) stops, as does the solid phase in model (C1)
too, whereas in all other models the mixture velocity only slightly decreases with time (13b,d).
As a result, for high permeability, one-layer models with a virtual thickness, such as the Iverson-
George model or the Meng-Wang model, may lead to significant errors in the prediction of flow
dynamics and deposits.

Figure 13e shows that for d = 10−3 m, the excess pore pressure nearly compensates the solid
hydrostatic pressure at the beginning, so that ps|b approaches zero. While the models from
groups A and B give almost identical values of the basal solid pressure and friction coefficient,
the models of group C predict a basal solid pressure that is close to zero for a longer time and
the increases. This explains why the mixture velocity of models C increases for a longer time
and thus decreases more rapidly. Models of groups A and B give also almost identical friction
coefficients whereas models of group C give a higher friction coefficient. For d = 10−2 m, the
excess pore pressure (maximum 200 Pa) is much smaller than for d = 10−3 m (maximum 6000
Pa) for all models so that the basal solid pressure only decreases by about 4 to 10 %. Slight
differences are observed between models (1) and (2) of the three groups although they are much
smaller than for the velocities. Again, models A and B are much closer than model C.

In the models of group A, there is a drag force between the mixture layer and the upper
fluid layer. Taking a smaller drag mf = 0.1 instead of mf = 1 in equation (2.15) has almost
no impact on the basal pressure or on the friction coefficient. It however significantly changes
the velocities in the models as illustrated for d = 10−2 m in figure 14c,d. Indeed, as the friction
between the layers is smaller, the upper fluid moves faster and the mixture below moves slower.
In this case, for mf = 0.1, the granular phase stops after 2 s while it continues to move for
mf = 1 since it is entrained by the upper fluid. Similar behavior is observed for d = 10−3 m.
Interestingly, for d = 10−2 m, the averaged velocity Vm in the two-layer models of group A with
mf = 0.1 is much closer to the one-layer models (group C) up to about 4 s. Afterwards Vm
increases again for two-layer models as opposed to one-layer models (figure 14a,b).

Whatever the drag friction coefficient mf , the forces are very similar in models (A1) and (A2)
(figure 14e,f). At the beginning, the drag force between the layers is greater for mf = 1 than
for mf = 0.1 but rapidly these forces reach about the same magnitude since even if mf = 0.1
is smaller, the difference between the upper fluid and the mixture velocities is higher, leading
to similar drag forces. As a result, even if the forces acting on the mixture layer are similar,
the velocity distribution between the mixture and upper fluid layer is different for different mf

values. Figure 14e,f also clearly shows that the force related to the fluid exchange between the
layers is small, but not negligible at the beginning of the flow.

For the dense case represented in figure 15, the differences between the model behaviors
are qualitatively the same as in the loose case. However, more differences between models of
group A and group B are observed for the basal solid pressure and for the friction coefficient
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Figure 13: Loose case with slope angle θ = 13◦ and for Ch = 0.15. Comparison between all
the models: those accounting for two velocities u, v in the mixture ((A1), (B1), and (C1)) and
those assuming u = v ((A2), (B2), and (C2)), for two grain diameters (i.e. two permeabilities):
d = 10−3 m (left column) and d = 10−2 m (right column). (a)-(b) mixture velocity, (c)-(d) all
velocities, (e)-(f) basal solid pressure ps|b with basal excess pore pressure (pefm)|b, (g)-(h) friction
coefficient µ with dilatancy tanψ.
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Figure 14: Loose case with slope angle θ = 13◦ for Ch = 0.15 and d = 10−2 m. Comparison
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for d = 10−3. For d = 10−2 m, we also observe greater differences between all the models for
ps|b and µ (figure 15e-h). Interestingly, for d = 10−3 m, the velocity of the upper fluid-only
layer increases rapidly whereas the solid phase takes time to start because of the high friction
coefficient and basal solid pressure (figure 15e). For higher permeability (d = 10−2 m), the solid
phase takes less times to start moving (figure 15d). During the time window shown here the
velocity increases but, as the friction increases, the velocity subsequently stabilizes at around
300 s for d = 10−2 m for two-layer models (groups A and B) but continuously increases and
reaches unrealistic high values for one-layer models with a virtual thickness (group C and the
Iverson-George and Meng-Wang models).

In the following subsections we set d = 10−3 m. As shown above, the models denoted (1),
with two velocities u and v in the mixture, and the models denoted (2), where u = v, give almost
identical results. Therefore, from now on, we only present the results from the simpler models
(A2), (B2) and (C2) .

5.3.3 Influence of the thickness of the upper fluid layer

We investigate here the influence of the initial thickness of the fluid-only upper-layer h0
f = Chh

0
m,

by testing two values of Ch, 10−3 (very small fluid layer) and 0.5 (thick fluid layer). Indeed,
the one-layer models with a virtual thickness (C1), (C2), and Iverson-George and Meng-Wang
models are only valid if hf is small (i.e. Ch is small), as demonstrated above.

In figure 16 the results corresponding to the loose case are represented for Ch = 10−3 (left
column) and Ch = 0.5 (right column). Figure 16a,b shows that the virtual thickness H computed
by all the models are almost the same. This is the only thickness in the one-layer model (C2).
For the two-layer models (A2) and (B2), the total thickness hm + hf are the same as well as the
mixture thickness hm. However, the velocities calculated by the different models are significant.
Models (A2) and (B2) are quite close whereas the velocity of the one-layer model (C2) decreases
more rapidly in the case Ch = 10−3. Even worth, in the case Ch = 0.5, it decreases while the
velocity in the other models increases. The excess pore pressure in (C2) is higher and last longer,
especially for Ch = 0.5, leading to a longer time where the basal solid pressure is almost zero
and, afterwards the basal solid pressure is much higher for model (C2) leading to higher basal
frictional stress (see figure 18), leading the mass velocity to decrease much faster than in the
two-layer models. The solid volume fraction and friction coefficient are similar for all models
with Ch = 10−3, while with Ch = 0.5, ϕ is slightly lower and µ slightly larger in (C2) than in
(A2) and (B2).

The same qualitative observation are observed in the dense case, with slightly larger differ-
ences between the one-layer model (C2) and the two-layer models (A2) and (B2) (figure 17).
In particular, the time tstart at which the mass starts to move is much larger for model (C2),
especially for Ch = 0.5 where tstart is about four times bigger (8 s instead of 2 s). Indeed, the
friction coefficient is much higher which increases the basal frictional stress (see figure 18) even if
the solid basal pressure is smaller than in models (A2) and (B2) at the beginning (figure 17e-h).
The fact that the basal solid pressure and the friction coefficient stay large for a longer time in
model (C2) explain why tstart is larger.

The behavior described above is well illustrated when looking at the forces at play (figure
18). We clearly see bigger differences between the forces in the one-layer model (C2) and the
two-layer models (A2) and (B2) for Ch = 0.5. We also see the mass acceleration ftot that is high
at the beginning for the loose case and then decreases and become negative while it is almost
zero in the dense case at the beginning and then increases to reach an almost constant value later
on. In the dense case, we observe a much bigger basal frictional force with the model (C2) until
about 10 s explaining the decrease of velocity described above. Note that the force associated
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Figure 15: Dense case with slope angle θ = 20◦ and for Ch = 0.15. Comparison between all
the models: those accounting for two velocities u, v in the mixture ((A1), (B1), and (C1)) and
those assuming u = v ((A2), (B2), and (C2)), for two grain diameters (e.g. two permeabilities)
d = 10−3 m (left column) and d = 10−2 m (right column). (a)-(b) mixture velocity, (c)-(d) all
velocities, (e)-(f) basal solid pressure ps|b with basal excess pore pressure (pefm)|b, (g)-(h) friction
coefficient µ with dilatancy tanψ.
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Figure 16: Loose case with slope angle θ = 13◦ for Ch = 10−3 (left column) and Ch = 0.5 (right
column). Comparison between the models for which u = v in the mixture: the two-layer models
(A2), (B2) and the one-layer model with virtual thickness (C2). (a)-(b) Virtual thickness H for
all models and, for (A2) and (B2), mixture thickness hm and total thickness hm + hf , (c)-(d)
mixture velocity Vm = v and, for model (A1), velocity of the fluid upper-layer uf , (e)-(f) basal
solid pressure ps|b with basal excess pore pressure (pefm)|b, and (g)-(h) friction coefficient µ with
dilatancy tanψ.
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with the fluid exchange at the mixture surface ftransf , calculated in model (A2), is small in all
cases. The drag force between the mixture and the upper fluid is significant and the basal fluid
friction is negligible.

5.3.4 Influence of ϕ0 and ηf

The value ϕ0 = 0.48 that we used in the previous tests is quite far from the critical state volume
fraction ϕc = 0.56. Let us investigate what happens for closer values ϕ0 = 0.54 or ϕ0 = 0.545
(figure 19) in the loose case. The difference between the one-layer model (C2) and the two-layer
models (A2) and (B2) is even greater. For example, for ϕ0 = 0.545, the mass does not start
to move with (C2) as opposed to the other models. Indeed, the basal excess pore pressure is
almost equal to zero which is not the case for the other models. For ϕ0 = 0.54, the behavior
of the models is closer but the higher basal frictional stress makes the mass in model (C2) stop
earlier. Note that the shift between the basal solid pressure is large between models (A2) and
(B2) ϕ0 = 0.545 (figure 19d).

In the tests in the debris flow configuration, we only considered the fluid viscosity ηf =
10−3 Pa s. We also tested a larger value ηf = 10−2 Pa s. The qualitative behavior of the results
remains the same. However, the time evolution is longer for higher viscosity. For example, in
the loose case, the excess pore pressure vanishes in 2 seconds for ηf = 10−3 Pa s whereas it does
not vanish until 20 seconds for ηf = 10−2 Pa s. As a result, the velocity reaches its maximum
at ∼ 5 m/s for ηf = 10−3 Pa s and ∼ 35 m/s for high viscosity.

6 Conclusion

We propose here a depth-averaged shallow model with a mixture layer and a fluid-only upper
layer that solves the solid (granular) and fluid velocities in the mixture as well as the upper layer
velocity. This model, derived from [7], is supplemented by an improved rheology coming from
the recent work of [55] and more general boundary conditions. It accounts for dilatancy in the
granular mass (compression/dilatation), for its impact on the excess pore fluid pressure and the
retro-action on the basal frictional stress experienced by the grains. Dilatancy is accounted for
based on the concepts of critical state mechanics that describes the flow behavior as a function
of its deviation from the critical state which is reached at the equilibrium. Dilatancy may
drastically change the flow dynamics and deposits, as widely known, leading to very different
behaviors for an initially loose (solid volume fraction lower than in the critical state) or an
initially dense granular layer, as illustrated in our simulations. We also observed that, in some
cases, dilatancy generates a friction weakening effect at the beginning of the flow that would not
otherwise exist.

Based on this complete two-layer three-velocity model, we rigorously derive simpler models
with different levels of complexity. We either reduce the two-layer model to one-layer models
through the introduction of a virtual thickness, as in the Iverson and George [23] or Meng and
Wang [35] models, or we assume that the solid and fluid velocities in the mixture are the same,
as also done for example in the Iverson-George model. We clearly describe the assuptions made
to obtain the resulting six models. We also discuss two different ways of calculating the excess
pore fluid pressure, which is a key parameter in these models.

We show that one-layer models, such as the Iverson-George model, do not give any infor-
mation on the conservation of the solid and fluid mass or volume since the virtual interface is
not a real surface. Even if the total mass is conserved, the solid or the fluid may pass through
the virtual surface during dilation or contraction [23]. It follows that we cannot ensure that
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Figure 17: Dense case with slope angle θ = 20◦ for Ch = 0.15 (left column) and Ch = 0.5 (right
column). Comparison between the models for which u = v in the mixture: the two-layer models
(A2), (B2) and the one-layer model with virtual thickness (C2). (a)-(b) Virtual thickness H for
all models and, for (A2) and (B2), mixture thickness hm and total thickness hm + hf , (c)-(d)
mixture velocity Vm = v and, for model (A1), velocity of the fluid upper-layer uf , (e)-(f) basal
solid pressure ps|b with basal excess pore pressure (pefm)|b, and (g)-(h) friction coefficient µ with
dilatancy tanψ.
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Figure 18: Forces involved in the model in the loose case with slope angle θ = 13◦ (first row)
and in the dense case with slope angle θ = 20◦ (second row) for Ch = 10−3 (left column) and
Ch = 0.5 (right column). The forces are the basal solid friction ffricsb, the basal fluid friction
ffricfb, the drag of the mixture with the upper fluid layer fdragf , the force associated with the
fluid transfer ftransf , the force of gravity fgrav, and the sum of all these forces ftot representing
the mass acceleration (see table 6).
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Figure 19: Loose case with slope angle θ = 13◦ for ϕ0 = 0.54 (left column) and ϕ0 = 0.545
(right column). Comparison between the models for which u = v in the mixture: the two-layer
models (A2), (B2) and the one-layer model with virtual thickness (C2). (a)-(b) mixture velocity
Vm = v and, for model (A1), velocity of the fluid upper-layer uf , (c)-(d) basal solid pressure ps|b
with basal excess pore pressure (pefm)|b.
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the total solid and fluid masses are conserved in the Iverson-George model. On the contrary,
our two-layer models with either one or two velocities in the mixture naturally account for the
fluid mass expelled by or sucked from the mixture and conserves the total solid and fluid masses.
However these two-layer models are not valid when the water level is under the granular material
upper surface (under-saturated case) while one-layer models with their virtual surface may in
principle deal with this situation as claimed in [23]. Furthermore the equations of the one-layer
model with equal solid and fluid velocity in the mixture are much simpler, which represents a
strong advantage for their numerical implementation and for field applications.

We performed a series of simulations to compare all these models in a uniform configuration
by varying the rheology and parameter sets in two cases with the objective of identifying the
performance and limits of the simpler models. First, we simulated immersed granular flows,
mimicking submarine landslides with an upper horizontal water surface, and then idealized
debris flows with a fluid layer parallel to the mixture layer. A key conclusion of our work
is that the models are extremely sensitive to the rheology and associated parameters, to the
permeability (grain diameter and viscosity), and to the initial volume fraction. As a result, the
flow behavior and in particular the velocities strongly depend on parameters that are very hard
to measure in the field, showing that sensitivity analysis should be necessarily associated with
field-scale simulations.

Comparison of two-layer models solving for the fluid and solid velocities in the mixture with
models assuming equality of these velocities shows that such an assumption is only valid for low
permeability (grain diameter d = 10−3 m leading to permeability k = 1.8× 10−9 m2). However,
when the permeability is increased (d = 10−2 m leading to 1.1 × 10−7 m2), we show that it is
necessary to account for different solid and fluid velocities. For one-layer models, we observe
far greater differences between the models with different or equal solid and fluid velocities in
the mixture, even for low permeability. Assuming that the velocity in the upper fluid layer is
related to the mixture velocity instead of calculating this velocity leads to comparable behavior
when the permeability is low (d = 10−3 m) but can lead a 25% of difference in the calculated
velocities for d = 10−2 m for example.

Another key point concerns the validity of one-layer models involving a virtual thickness,
such as the Iverson and George and Meng and Wang models. We show here that the results
can strongly differ from those of the complete model. For example, in some simulated cases, the
friction in the one-layer one-velocity model is larger than in the two-layer one-velocity model,
causing the mass to stop much earlier in the one-layer one-velocity model. The one-layer models
however provide a rough approximation of the two-layer models when the permeability is low,
the initial volume fraction is not to close to the critical volume fraction, and the upper fluid
layer is very thin (for example 10−3 times the thickness of the mixture layer). As a result, for
high permeability and/or when the upper layer is thick (for example 0.5 times the thickness
of the mixture layer), one-layer models with a virtual thickness may lead to huge errors in the
prediction of flow dynamics and deposits. In such cases, it is crucial to derive two-layer models
that account for an upper layer made either of fluid or grains.

Our results demonstrate the huge challenge remaining before field-scale debris flows or subma-
rine landslides can be simulated at a reasonable computational cost with depth-averaged models
applicable at the field scale with a reasonable computational cost is still a huge challenge.
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Mixture on upper fluid Fd (A.12)

(A.12)

)Fd (A.12)

Solid: Normal free stress (A.6)

Mass conservation (A.7), (A.8)

Momentum conservation (A.9)

Mass and momentum exchange: , Ef}
{

Figure 20: Summary of the boundary conditions at the bottom and at the interface between
the mixture and upper fluid layers for the full two-layer model with three velocities (A1) and
references to the corresponding equations. Additionally, a kinematic and stress-free condition
for the upper-fluid is considered at the free surface, given in (A.4), (A.5).

A Two-layer three-velocity model (A1) modified from [7]

The models presented here are derived from our previous work [7] with slight modifications
concerning the rheology and the boundary conditions at the bottom and at the interface between
the mixture and the upper fluid layer. Note that the modification of the interface conditions does
not affect the one velocity models presented in Section 3 since the associated terms disappear
when the total momentum conservation is written. The updated rheology is presented in Section
2.2. We first summarize here the boundary conditions considered for the whole 3D problem and
then we focus on the modified conditions at the bottom and at the interface. We also discuss
different alternatives proposed in the literature for these boundary conditions. We then write
the energy balance of the modified model. Finally, we develop the derivation of the pressure
evolution equation (2.26) presented in section 2.3.2.

A.1 Summary of boundary conditions

A summary of the boundary conditions considered for the full two-layer model domain is de-
picted in figure 20. We use the bold font to denote 3D vectors and the subscript “tg” for the
tangential projection of a vector, that is wtg = w − (w · NX)NX, for any vector w and any
normal NX . See notation in figure 21. Details are given below in Appendix sections A.2 and A.3.

At the bottom we impose a no-penetration condition for the two phases,

u ·N b
X = v ·N b

X = 0, (A.1)

together with a Coulomb type friction law for the solid and a viscous shear for the fluid,

(σsN
b
X)tg = −µ sgn(v)(σsN

b
X) ·N b

X , (A.2)

(σfmN
b
X)tg =

5

2

ηe(1− ϕ)

hm
utg, (A.3)

54



with ηe = ηf (1 + 5
2
ϕ) the effective fluid viscosity.

At the free surface the kinematic condition is considered for the top fluid velocity

∂t(b+ hm + hf ) + uf ·N surf
X = 0, (A.4)

and a stress-free condition
σfN

surf
X = 0. (A.5)

At the mixture/fluid interface we consider that the normal component of the normal stress
vanishes and the kinematic conditions for the solid phase

(σsN
i
X) ·N i

X = 0, (A.6)

∂t(b+ hm) + v ·N i
X = 0. (A.7)

The conservation of the fluid mass is given by the following relation where we also introduce the
fluid transfer rate Vf ,

Vf ≡ ∂t(b+ hm) + uf ·N i
X = (1− ϕ)(∂t(b+ hm) + u ·N i

X). (A.8)

We impose the total momentum conservation

ρfVf (uf − u) + (σs + σfm)N i
X = σfN

i
X , (A.9)

where the stress tensors are σj = −pjId + σ′j, for j = s, fm, f . In order to determine the tangent
component of the stress tensor at the interface for each constituent, two more conditions are
needed. First we denote by Ef the tangential projection of the flux of fluid momentum through
the interface appearing in the first term of (A.9),

Ef = ρfVf (uf − u)tg. (A.10)

Then, we introduce a drag between the fluid in the upper layer and the mixture

Fd = kf (uf −Vm)tg, (A.11)

where the 3D mixture velocity is Vm = 1
ρ
(ρsϕv + ρf (1 − ϕ)u). The distribution of the fluid

transfer (Ef ) and of the drag (Fd) components is made through two distribution coefficients λf
and λd respectively in such a way that

(σsN
i
X)tg = λdFd,

(σfmN
i
X)tg = (1− λd)Fd − λfEf , (A.12)

(σfN
i
X)tg = Fd + (1− λf )Ef .

They are defined as

λd = ϕρs
ρ
,

λf = 1
2
− 1

2
sgn(Vf )δf , δf =

{
0 centered distribution,
1 upwind distribution.

(A.13)

To summarize, if δf = 0 the fluid velocity at the interface is (u + uf )/2, while if δf = 1, it is
given in terms of the sign of Vf . Thus, if the fluid is expelled from the mixture (contraction),
Vf > 0, λf = 0 so that the velocity is u. On the contrary, if the fluid is sucked into the mixture
(dilation), Vf < 0, λf = 1 and the velocity is uf .
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NX

surf

Figure 21: Notations for two-layer models (groups A and B).

A.2 Fluid viscous shear at the bottom

In the model proposed in [7], viscosity effects are neglected in the total stress tensor but are
present in the form of a friction boundary condition specified in the xz component of the stress
tensors at the base of the flow. On the contrary the Iverson-George model [23] considered the
viscous stress at the bottom. The basal friction condition for the fluid phase used in [7] was
established as

(σfmN
b
X)tg = kbutg +O(ε3) at the bottom. (A.14)

If we consider σfm = −pfmId+σ′fm with σ′fm = 2(1−ϕ)ηeD(u), for ηe the effective fluid viscosity

and D(u) the fluid strain rate tensor, we obtain that (σfmN
b
X)tg = σxzfm = (1− ϕ)ηe∂zu + O(ε3)

when ηe = O(ε2). By approximating ∂zu|b ∼ cbu/hm, for some constant cb we write

(1− ϕ)ηecb
u

hm
= kbu+O(ε3) at the bottom,

leading to kb = cb
ηe(1−ϕ)
hm

. This expression is similar to the one considered by Iverson and
George in [23] given by τf in equation (3.17a) for cb = 2 and hm ∼ h. For consistency with
our approximation of the shear rate, we consider in this work cb = 5

2
, then following (A.14) the

coefficient kb reads

kb =
5

2

ηe(1− ϕ)

hm
, with ηe = ηf (1 +

5

2
ϕ), (A.15)

that gives (A.3). We discuss other alternatives in section A.4.1.
Note that the effect of fluid viscosity is also present in the viscous number J . As the empirical
relation defining J is usually built up from lab-scale experiments, it is hard to discriminate
between the fluid viscous term and the solid-fluid drag. As a result as to whether this fluid
friction has to be added in the equations involving a rheology with viscous-inertial numbers
fitted on lab-experiments is still an open issue [E. Guazzelli, personal communication].

A.3 Drag at the upper-fluid/mixture interface

At the interface between the upper fluid layer and the mixture, exchange of fluid mass occurs and
corresponds to Vf . When Vf > 0, the fluid is expelled from the mixture towards the fluid-only
region. In figure 21 we specify the notation of the normal vectors in the domain. We remind
that the 3D velocities are v = (v, vz),u = (u, uz),uf = (uf , u

z
f ).

In [7] the drag between the two layers reduced to the drag force between the fluid phases in the
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upper and mixture layers and it was written as kf (uf − u) with kf ≥ 0 a friction coefficient. It
seems however more suitable to consider instead a drag between the upper fluid and the mixture
as a whole. We thus specify

Fd = kf (uf −Vm)tg, (A.16)

where (Vm)tg is the value of the tangent component of the 3D velocity of the mixture at the
interface. Note that we must decide which part of this drag stress is experienced by each of the
phases in the mixture. Let us denote Fds and Fdf , the drag exerted by the upper-fluid on the
solid and fluid phase in the mixture, respectively. Then Fd = Fdf + Fds is split into these two
components:

Fds = λdFd and Fdf = (1− λd)Fd, (A.17)

for some non-negative coefficient λd. In order to obtain a dissipative contribution to the energy
of the system (see (A.26)), this coefficient must be taken such that Vm = λdv +(1−λd)u. Then
we propose to take the distribution parameter as the relative solid density,

λd =
ϕρs
ρ
. (A.18)

In this case, the contribution to the energy is given by the term, −kf |uf − Vm|2.
As in [7], the conservation of the total momentum is given in (A.9) and Ef in (A.10) is the
tangential flux of fluid momentum through the interface. If we write the tangent component of
(A.9) it reads

(σfN
i
X)tg − (σsN

i
X)tg − (σfmN

i
X)tg = Ef .

Taking into account Nm
X = −N i

X (see figure 21) it becomes

(σfN
i
X)tg + (σsN

m
X )tg + (σfmN

m
X )tg = Ef .

We see that there is a contribution to the shear stress due to the fluid flux at the interface related
to Ef . How Ef should be distributed between the different fluid stresses (σfN

i
X)tg, (σfmN

m
X )tg

is an open question and should be further studied. See discussion in section A.4.2. In general
we consider a non-negative distribution coefficient λf in such a way that (1− λf )Ef is the part
of the fluid flux applied by the upper-fluid on the whole mixture. Thus, we assume that the
tangential stress applied by the upper-fluid to the mixture at the interface entails the drag stress
and part of the fluid mass exchange given by (1− λf )Ef :

σon mix
tg = (σfN

i
X)tg = (σfN

i
X)− ((σfN

i
X) ·N i

X)N i
X = Fd + (1− λf )Ef . (A.19a)

On the other hand, the stress exerted to the upper fluid layer by the mixture comes from the
grain and fluid phases. The contribution of the fluid phase is given by the addition of the drag
Fdf and the corresponding fluid mass exchange to ensure (A.9),

σon up fluid,f
tg = (σfmN

m
X )tg = (σfmN

m
X )− ((σfmN

m
X ) ·Nm

X )Nm
X = −(1− λd)Fd + λfEf . (A.19b)

The contribution of the solid phase at the interface in the tangent direction (considering Nm
X =

−N i
X) is instead just given by the corresponding drag Fds ,

σon up fluid,s
tg = (σsN

m
X )tg = (σsN

m
X )− ((σsmN

m
X ) ·Nm

X )Nm
X = −λdFd. (A.19c)

We notice that adding (A.19a), (A.19b) and (A.19c) we recover (A.9), taking into account that
Nm
X = −N i

X . Therefore only two of the three equations (A.19a), (A.19c), (A.19b) are necessary
since the last one can be obtained from the tangent part of (A.9).
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We will take here two possible distributions, called centered and upwind with respect to the
sign of the fluid mass flux ρfVf and defined by the distribution coefficient λf , that may depend
on dilation/contraction, as

λf =
1

2
− 1

2
sgn(Vf )δf , δf =

{
0 centered distribution,
1 upwind distribution.

(A.20)

In figure 22 we present a schematic view of the implications of this definition.

upwind:

Figure 22: Tangent fluid momentum distribution at the interface. When Vf > 0 the fluid is
transferred from the mixture to the upper-fluid layer, thus the interface goes down (picture on
the left). When Vf < 0 the fluid is transferred from the upper-fluid layer to the mixture, and
the interface goes up (picture on the right). E = ((1 − λf )u + λfuf )ρfVf represents the term
appearing in the momentum equation for each phase (see equations (2.14b) and (2.14c))

For the centered choice, λf = 1/2, the term Ef is equally distributed between the stresses
exerted on both layers by one layer to the other. In the upwind approximation λf = 0 when
Vf > 0, i.e. in case of contraction when the fluid is transferred from the mixture to the upper
fluid layer (picture on the left side in figure 22). The term Ef thus only contributes to the stress
applied by the upper-fluid to the mixture at the interface and just appears in σon mix

tg = (σfN
i
X)tg.

On the contrary, when the granular mass dilates Vf < 0 which means that the fluid is sucked by
the mixture layer from the upper fluid layer, λf = 1 and thus the term Ef only contributes to
the stress applied by the fluid mixture to the upper-fluid at the interface (picture on the right
side in figure 22). As a result, it just appears in σon up fluid,f

tg = (σfmN
m
X )tg. The corresponding

term appearing in the energy equation is calculated as(
λf −

1

2

)
ρfVf |uf − u|2= −1

2
δfρf |Vf ||uf − u|2. (A.21)

This choice thus ensures a dissipative contribution to the energy balance. In particular for the
centered distribution no contribution is made to the energy since δf = 0. Although to our
knowledge, there is no measurements or physical reasons to choose one of these approximations
(or even others), these choices lead to a dissipative or to no contribution in the energy balance
of the derived model (see equation (A.26)).
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The resulting term describing the fluid mass exchange in the depth-averaged model is given
by E = ((1 − λf )u + λfuf )ρfVf , appearing in the momentum equations of the fluid in the
mixture (2.14b) and in the upper layer (2.14c)). We see that the distribution coefficient λf
finally describes the velocity at the interface, given as a convex combination of the fluid in the
upper-fluid layer and the fluid in the mixture, (1 − λf )u + λfuf , see figure 22. Under this
interpretation, we think that the better choice is to consider the averaged velocity, that is,
1
2
(uf + u), given by the centered approximation λf = 1

2
, as in our previous work [7].

It should be pointed out here that the issue of prescribing physically meaningful conditions
at this interface comes from the depth-averaged processes that requires to link discontinuous
depth-averaged quantities at an interface (see figure 23). However, in a real 3D situation the
fluid is a continuous media and there is no discontinuity of the velocity as illustrated in figure
23, that shows an example of a real velocity profile and of the averaged velocity of the fluid in
the mixture u and in the upper-fluid layer uf . A similar problem occurs when trying to describe
erosion/deposition processes (static/flowing interface) in depth-averaged models (see i.e. [5]).
For this reason, one-layer models that imply adding these interface conditions (they thus do not
appear anymore), eliminate these approximations.

Figure 23: Illustration of the real velocity profile in the fluid phase in blue and depth-averaged
fluid velocities u and uf considered in the two-layer depth-averaged models.

A.4 Alternative descriptions proposed in the literature

We present here similar conditions considered in the literature, other than in the Iverson and
George and Meng and Wang models that have been thoroughly analyzed in this paper (see also
section D.2 for a detailed comparison of the boundary conditions with the Meng-Wang model).
We analyze three descriptions that are relevant in the model, namely, the viscous shear, the drag
and exchange conditions at the mixture/upper-fluid interface, and the inter-phase drag between
solid and fluid phases in the mixture. In particular we study the works in [29, 34, 54, 4].

For the reader convenience we briefly remind the main characteristics of the models proposed
in those papers. In [29] a 2D depth-averaged two-layer model for over-saturated debris flows
taking into account the bottom curvature is presented. The model accounts for two velocities
in the mixture and one independent velocity for the upper-fluid layer, as in our full model (A1).
Nevertheless dilatancy effects and rheology are not considered. In [34] a 1D depth-averaged
model for debris flows is proposed dealing with transitions from pure fluid/solid configurations
to under-saturated or over-saturated mixture. This model also does not account for dilatancy,
rheology nor mass exchange. In [54] a 1D depth-averaged two-phase model is presented for
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submarine avalanches. This model takes into account the dilatancy and mass exchange, it
considers one velocity for the mixture and an independent velocity for the upper-fluid layer,
as in our model (A2). Finally, in [4] a 3D two-phase model for fluid saturated sediment is
presented from the Jackson’s equations. To close the system a thermodynamic analysis of a
two-phase mixture, for elastic-plastic granular solid in a viscous fluid is performed. The model
accounts for mixture rheology and dilatancy effects. This model is especially relevant for the
closures of the 3D starting model (Jackson’s model), namely the viscous tensor and the inter-
phase friction. Moreover, as said in section 2.3.2, the evolution equation for the solid pressure
presented here is inspired by this work.

A.4.1 Fluid viscous stress and basal fluid shear stress at the bottom

In section A.2 we introduced a way to take into account the fluid viscosity in our depth-averaged
model through the approximation of the viscous fluid stress at the bottom in the corresponding
boundary condition, as proposed in [23]. The total stress is defined as σfm = −pfmId +σ′fm with
σ′fm = 2(1− ϕ)ηeD(u), for ηe the effective fluid viscosity. The boundary condition then reading

(σfmN
b
X)tg =

5

2

(1− ϕ)ηe
hm

utg at the bottom.

In [29] the fluid viscosity is neglected and a quadratic friction law is considered at the bottom,
namely (σfmN

b
X)tg = cb(1 − ϕ)u‖u‖ with cb a constant coefficient. In contrast, in models

proposed in [34, 54] the downslope component of the fluid viscous stress is kept in the depth-
averaged model, providing the term ∂x(hm2ηf (1 − ϕ)∂xu). In that case, the viscous shear at
the bottom is not considered. In [54] no drag for the fluid at the bottom is considered, so this
term is just neglected. In [34] the viscous shear at the bottom is replaced with a Chézy drag,
(σfmN

b
X)tg = CChρfu‖u‖ with CCh a Chézy drag coefficient. As explained in section 4.4.2 this

choice, also considered in [35], seems to be inconsistent when viscosity is taking into account in
the model. The use of the effective viscosity in the stress tensor is also considered in [4] for their
3D model.

A.4.2 Drag and mass exchange at the interface

These interface conditions have been described and discussed in section A.3 (equations (A.10)-
(A.13)). We present here alternative conditions considered in the literature for similar models,
namely in [29, 34, 54].

Let us begin with the over-saturated mixture model proposed in [29]. At the interface, the
conservation of the total momentum (A.9) is considered and in particular the stress of the upper
layer is distributed in terms of the solid volume fraction, such that3

σfmN
i
X = (1− ϕ)(σfN

i
X)− ρfVf (uf − u), σsN

i
X = ϕ(σfN

i
X). (A.22)

Notice that, unlike in our model (equations (A.12)), the distribution is performed for the total
stress and not only for the tangential component. This has an important impact on the calculated
pressures, as detailed below. Additionally, the following friction law at the interface is proposed
(see equation (103) in that paper)

(σfN
i
X)tg = C|(uf −V)tg|(uf −V)tg = F Luca

d

3With the notation in [29], Mint = ρfVf , v2 = uf , υ = ϕ, so Ef = −Mint(u − v2)tg. See their equations
(22)-(24) and (37)-(38).
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for a constant coefficient C and with V = ϕv + (1 − ϕ)u, that also differs from our mixture
velocity Vm = 1

ρ
(ρsϕv+ρf (1−ϕ)u). If we write the tangential components of these expressions

we find that

(σsN
i
X)tg = ϕF Luca

d ,

(σfmN
i
X)tg = (1− ϕ)F Luca

d − Ef , (A.23)

(σfN
i
X)tg = F Luca

d .

When compared with our conditions (A.12), we find that λLuca
d = ϕ and λLuca

f = 1. Their
definition of the distribution parameter λd, representing the contribution of the drag to the solid
phase, follows the same idea than in our equations (A.17)-(A.18). In our case λd = ϕρs/ρ which
is the coefficient related to the solid velocity v in the expression of our mixture velocity Vm.
Analogously, λLuca

d = ϕ corresponds to the coefficient before v in their mixture velocity V. This
choice ensures a dissipative contribution to the energy in their model with the term −C|uf−V |3.

On the contrary, the choice λLuca
f = 1 does not ensure a dissipative contribution to the energy

related to the fluid exchange. Following (A.21) the corresponding term appearing in the energy
equation would be

1

2
ρfVf |uf − u|2.

This term does not have a fixed sign since it depends on the sign of Vf . Furthermore, in view of
(A.23), the value λLuca

f does not distribute the fluid mass between the two fluid tangent tensors
since it is only present in the mixture fluid tensor σfm , thus preventing a description of the case
where the fluid goes out from the mixture. Following (A.20) it seems that the only considered
case is the dilation regime where the fluid is sucked by the mixture layer. The final model
presented in [29] does not account for fluid exchange since they consider Vf = 0. However, in
section 4.2 of their paper, the authors discuss the need of an additional closure for this term
since they do not consider dilatancy. In our model this closure is indeed given by the dilatancy
law that allows to obtain the explicit expression of the fluid transfer rate Vf .

Their conditions (A.22) have also an important consequence on the pressure of each phase.
The layer above contributes with the quantity (1 − ϕ)(σfN

i
X)N i

X to the normal stress of the
fluid phase in the mixture, but also with ϕ(σfN

i
X)N i

X to the normal stress of the solid phase.
Namely, the pressures at the interface are given by (see equation 79 in [29]), ps|b+hm =

ρf
ρs
ϕpf |b+hm ,

pfm |b+hm = (1 − ϕ)pf |b+hm . These values affect the basal solid pressure and thus the Coulomb

frictional stress. In [29], if we neglect the curvature effect, the solid pressure at the bottom
reads4

ps
Luca
|b = ϕg cos θρs(hm+

ρf
ρs
hf ) = ϕg cos θ(ρshm+ρfhf ) = ϕg cos θ(ρs−ρf )hm+ϕg cos θρf (hm+hf )

This expression differs from ours since the authors add to the solid pressure the pressure applied
by the fluid layer above while we consider that the separation of the fluid and solid stress tensors
induces that the pressure from the upper fluid layer is only supported by the fluid phase.

On the contrary, in our model, we assume that the solid normal stress does not receive
any contribution from the liquid layer above (see equations (A.6)). The weight of the upper
fluid layer is thus supported by the fluid in the mixture, by assuming that the normal stress is
continuous at the interface. The solid phase pressure is of course affected by the pressure of the
fluid, but it appears in the buoyancy force given by the term −ϕρfg cos θhm, that is involved in
the resulting solid pressure at the bottom

ps|b = ϕ(ρs − ρf )g cos θhm − (pefm)|b

4see equation 82 in that paper or the one dimensional model stated in section 5 of [29]
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(see remark 1 below).
Let us now comment on the depth-averaged model for submarine avalanches presented in

[54] where dilatancy and mass exchange are taken into account. Three different velocities are
considered but the sediment layer is treated as a mixture with velocity Vm. The total momentum
conservation is considered as in (A.9) and the friction at the interface reads

ρfVf (uf − u) = (σf − (σs + σfm))N i
X ,

(σfN
i
X)tg = (σfmN

i
X)tg = C(uf −Vm) = F Sun

d .
(A.24)

where C is a coefficient depending on the permeability5. We combine these conditions to write
the tangential components of these expressions,

(σsN
i
X)tg = −Ef ,

(σfmN
i
X)tg = F Sun

d , (A.25)

(σfN
i
X)tg = F Sun

d .

Notice that since the sediment layer is considered as a whole, the total stress σs + σfm must be
considered as the stress in this mixture layer. Hence an equivalence with our proposal in (A.12),
gives λSun

d = 0 and λSun
f = 1. The first one tells that the solid phase does not experience any

friction with the upper-fluid layer. The second one would be equivalent to the proposal in [29],
written in (A.23), carrying the same non-dissipative term in the energy balance. Although it
is not clearly exposed in [54], the authors consider the continuity of the fluid pressure at the
interface, so the solid pressure at the bottom is correctly calculated (see equations B18-B19 in
[54]). Nevertheless it is wrongly written in equation (46) of [54] where they present the final
model.

Finally, in the debris flow model proposed in [34], these effects are neglected, even for the
over-saturated case, and no mass exchange nor friction are considered at the interface.

Remark 1 (Meaning of the solid stress) In several works in the literature dealing with two-
phase flows, as for example in [4, 34, 54], the total solid stress tensor is defined as6

σTs = σs − ϕpfmId,

where σs is called the effective solid stress. The second term holds the effect of the pore pressure
exerted on the granular phase and it gives the buoyancy term in the Jackson equations. To quote
[4],

The effective granular stress σs is the portion of the solid phase stress resulting from
granular contact forces and from microscopic viscous stresses on grains from the fluid
medium; it excludes the pressurization of the grains due to the pressure of the pore
fluid.

Thus, when viscous effects are neglected, the stress tensor σs only contains the interaction effects
between grains themselves without any influence of the fluid pressure. Therefore it is natural to
assume that the solid phase pressure does not receive any contribution of the fluid layer above
since it is taken by the pore pressure and the effect of the pore fluid is already present in the
buoyancy force.

5This term is never explicitly stated in the paper, since it is neglected arguing that this friction effect is not
important for the performed applications

6In [34] it is said that this notation was originally introduced in [13]
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A.4.3 Inter-phase friction

The inter-phase drag force in the mixture is already present in the 3D Jackson system. Besides
the pure friction effect between phases −that for example disappear when only one velocity is
considered for the mixture, as in [23, 54] or for our models (A2), (B2), (C2)− this term is directly
related to the dilatancy through the pore fluid pressure pefm , therefore appearing in the model if
dilatancy is considered (see section 2.4).
In our 3D starting model this term, taken from [43], is given by

β(v − u), with β = (1− ϕ)2ηf
k

and k =
(1− ϕ)3d2

150ϕ2
,

k being the permeability, leading to the coefficient (see equation (2.17))

β =
150ϕ2

(1− ϕ)d2
ηf .

Notice that in the depth-averaged model presented in section 2.3, this term is kept with the
downslope velocities, β(v − u), and the vertical component appears in the excess pore pressure.
We present here different proposed values of the coefficient β [29, 34, 54, 4].

In the model proposed in [29], β is assumed to be constant. We have seen however here
how much its value that depend on the grain diameter may change the flow behavior. For the
submarine avalanches model in [54], the expression of [43] is adopted for the 3D system, as in
our case. Nevertheless, since only one velocity is considered in the mixture, the force β(v − u)
does not appear in the final depth-averaged model.

In their debris flows model [34] used

βMeng = (1− ϕ)2 ηf
kMeng

and kMeng =
(1− ϕ)3d2

180ϕ2
.

The only difference with our model is the coefficient 180 instead of 150. In fact, this value can
be deduced from the 3D model proposed in [4]. In this paper, the inter-phase friction coefficient
reads (see equation 2.17 in [4])

β(F̂ ) =
18ϕ(1− ϕ)

d2
ηf F̂ ,

where F̂ is a function depending on the volume fraction and the Reynolds number. This function
is defined as follows for 0.1 < ϕ < 0.6 and for low Reynolds number,

F̂ =
10ϕ

(1− ϕ)2
+ (1− ϕ)2

(
1 +

3

2

√
ϕ

)
.

Equivalently, we can also write the corresponding permeability for the model in [4] as

k(F̂ ) =
(1− ϕ)d2

18ϕF̂
, for β(F̂ ) = (1− ϕ)2 ηf

k(F̂ )

The second term of F̂ that we denote F̂2 = (1 − ϕ)2
(
1 + 3

2

√
ϕ
)

is small compared to the first

one F̂1 = 10ϕ
(1−ϕ)2

for high values of ϕ (see inset figure in figure 24a), hence a good approximation
would be

F̂ ' F̂1 =
10ϕ

(1− ϕ)2
, that leads to β(F̂ ) ' β(F̂1) =

180ϕ2

(1− ϕ)d2
ηf .
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This coefficient thus coincides with the one proposed in [34], that is, βMeng = β(F̂1) and kMeng =
k(F̂1). In figure 24a we show the values of these different coefficients that are pretty close.
As observed in our numerical simulations in section 5.3.1 the models are very sensitive to the
permeability. The values of the permeability in the models discussed here do not differ too much
except for small volume fraction as shown in figure 24b. In contrast, the values proposed by
Iverson and George in [23] are at least two orders of magnitude bigger (figure 6).
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Figure 24: Illustration of the inter-phase drag friction coefficients considered here and in [4, 34],
as a function of the solid volume fraction ϕ and for d = 10−3m and ηf = 10−3 Pa s. Left: Friction

coefficients β, β(F̂ ) and βMeng. Inset figure: Functions F̂1 = 10ϕ
(1−ϕ)2

and F̂2 = (1−ϕ)2
(
1 + 3

2

√
ϕ
)
.

Right: Permeability for the three models.

More complex expression for β can be found in the recent papers [38, 37] where a 3D model
for immersed granular avalanches with dilatancy is proposed. A quadratic friction is considered
here, namely

βMont. = (1− ϕ)2 ηf
kMont.

with kMont. =
(1− ϕ)2d2

αE ϕ2
+

(1− ϕ)3dηf
βE ρf |v − u|

,

where the permeability is originally proposed in [16]. The calibration parameters αE varies from
780 to 1500 or more and βE from 1.8 to 3.6 or more. In [37] the authors show the influence of
the permeability in their model through numerical results. Notice that if we neglect the second
term in the permeability kMont. that provides the quadratic friction, we find

βMont. ' αE ϕ
2

d2
ηf

Compared to our coefficient β = 150ϕ2

(1−ϕ)d2
ηf , a factor (1− ϕ) is missing, but these expression can

roughly coincide for values of αE of the order of 150/(1 − ϕ), even though the ϕ-dependency
may be important.
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A.5 Energy balance

The energy balance of the system (2.12)-(2.22) is slightly modified from the original one presented
in [7], related to the boundary condition modification and reads

∂t

(
ρsϕhm

|v|2
2

+ ρf (1− ϕ)hm
|u|2

2
+ ρfhf

|uf |2
2

+g cos θ
(
ρsϕhm + ρf ((1− ϕ)hm + hf )

)
(b+ b̃)

+(ρs − ρf )g cos θϕh2m
2

+ ρfg cos θ
(hm+hf )2

2

)

+∇ ·

(
ρsϕhm

|v|2
2
v + ρf (1− ϕ)hm

|u|2
2
u+ ρfhf

|uf |2
2
uf

+g cos θ
(
ρsϕhmv + ρf ((1− ϕ)hmu+ hfuf )

)
(b+ b̃+ hm)

+ρfg cos θ
(
ϕhmv + (1− ϕ)hmu+ hfuf

)
hf + (1− ϕ)hmpefm(u− v)

)
≤ 1

2
(ρs − ρf )ϕg cos θh2

mΦ +Re −
δf
2
|uf − u|2ρf |Vf |

− βhm|u− v|2−|v|µ
(
ϕ(ρs − ρf )g cos θhm − (pefm)|b

)
− kf |uf − Vm|2−

5

2

ηe(1− ϕ)

hm
|u|2,

(A.26)
with

Re = hmpefm∇ ·
(

(1− ϕ)(u− v)
)
− (1− ϕ)(pefm)|b(u− v) · ∇b.

A.6 Derivation of a pressure evolution equation

In section 2.3.2 we introduced a new approach to solve the basal solid pressure for our depth-
averaged model. The proposed equation is deduced from a 3D evolution equation for the solid
pressure that we derive from [4]. We give here the details of this approach. In this work the
solid stress tensor σs = −psId + σ′s is solved through an evolution equation taking into account
plastic effects (see equation 2.25 in [4]). This equation reads7

∂tσs + v · ∇σs = 2GDe0 +B tr(De)Id +Wsσs − σsWs

where G and B are the solid shear and bulk modulus respectively, B = E
3(1−2ν)

, G = E
2(1+ν)

with

E the Young’s modulus and ν the Poisson’s ratio. The solid strain rate D(v) = 1
2
(∇v +∇vt) is

decomposed into an elastic strain rate De and a plastic contribution Dp, D(v) = De +Dp with
Dp given by

Dp =
γ̇√
2

σs0
‖σs0‖

+
1

3
(γ̇ tanψ + ξ̇1 + ξ̇2)Id

where σs0 is the initial stress and ξ̇1, ξ̇2 are the rate of plastic expansion and compaction, re-
spectively. De0 represents the initial elastic strain rate. Finally, Ws is the rotational rate tensor
(skew part of the velocity gradient), that is, Ws = 1

2
(∇v −∇vt).

The solid pressure is defined as ps = −1
3
tr(σs), so a transport equation for it may be deduced by

7For simplicity we will use the same gradient notation for 3D and 2D functions. It must be understood as
∇f = (∂xf , ∂yf , ∂xf), for any function f(t, x, y, z), or as ∇f = (∂xf, ∂yf) for any function f(t, x, y).
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taking the trace of the previous equation for σs. We neglect purely plastic effects, ξ̇1 = ξ̇2 = 0,
and we assume a symmetric velocity gradient (symmetric solid plastic flow), Ws = 0. The
equation for the solid pressure then reads

∂tps + v · ∇ps = −1

3
(2G tr(De0) + 3B tr(De)).

Assuming that the solid phase begins in a stress-free state, σs0 = 0, the plastic stress yields

Dp =
1

3
γ̇ tanψ Id.

Then the trace of the elastic stress De = D(v)−Dp is

tr(De) = ∇ · v − γ̇ tanψ.

If we assume that at the initial state the solid phase satisfies tr(De0) = 0, what just means that
the relation ∇ · v = γ̇ tanψ is satisfied at the initial time, the pressure equation becomes

∂tps + v · ∇ps = −B(∇ · v − γ̇ tanψ). (A.27)

The equation (A.27) replaces the closure Φ = γ̇ tanψ in [7] in the starting two-phase 3D model
given by the Jackson’s equations. In order to obtain the depth-averaged model we must apply
the shallow approximation and the depth-averaging process. Let us see in the next lines how to
obtain (2.26) from (A.27). Firstly we remind that the 3D velocity is denoted by v(t, x, y, z) =
(v(t, x, y), vz(t, x, y, z)).
We first use ∇ · v = Φ to write ∂zv

z = Φ−∇ · v, then (A.27) yields

∂tps + v · ∇ps + ∂z(v
zps) = ps(Φ−∇ · v)−B(Φ− γ̇ tanψ).

As in [7], we use the approximations

v ∼ v +O(ε2), ϕ ∼ ϕ̄+O(ε2), Φ ∼ Φ̄ +O(ε2), γ̇ ∼ ¯̇γ +O(ε2), tanψ ∼ tan ψ̄ +O(ε2),

to write
∂tps + v · ∇ps + ∂z(v

zps) = ps(Φ̄−∇ · v)−B(Φ̄− ¯̇γ tan ψ̄) +O(ε2). (A.28)

We integrate this equation in [b, b+ hm]. Using

ps = ϕ̄(ρs − ρf )g cos θ(b+ hm − z)− pefm

we write

hmp̄s ≡
∫ b+hm

b

ps dz =
h2
m

2
ϕ̄(ρs − ρf )g cos θ − hmpefm

with pefm = 1
hm

∫ b+hm
b

pefm dz and then p̄s = hm
2
ϕ̄(ρs − ρf )g cos θ − pefm . The integral of the left

hand side of (A.28), using the Leibniz rule gives∫ b+hm

b

(∂tps + v · ∇ps) dz + (vzps)|b+hm − (vzps)|b

= ∂t(hmp̄s) + v · ∇(hmp̄s)− ps(b+ hm)(∂t(b+ hm) + v · ∇(b+ hm)− vz(b+ hm))
+ ps(b)(∂tb+ v · ∇b− vz(b))
= ∂t(hmp̄s) + v · ∇(hmp̄s).
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In the last equality we used the definition of ps and the boundary condition at the bottom that
give ps(b+ hm) = 0, and vz(b) = v|b · ∇b ∼ v · ∇b. From the mass equations we have

∂thm +∇ · (hmv) = hmΦ̄,

hence
∂t(hmp̄s) + v · ∇(hmp̄s) = hm(∂tp̄s + v · ∇p̄s) + p̄s(∂thm + v · ∇hm)

= hm(∂tp̄s + v · ∇p̄s) + p̄s(hmΦ̄− hm∇ · v).

According to the asymptotic approximation, the second term on the right-hand side of the
equation (A.28) does not depend on z up to ε2, thus we obtain

hm(∂tp̄s + v · ∇p̄s) + p̄shm(Φ̄−∇ · v) = hmp̄s(Φ̄−∇ · v)−Bhm(Φ̄− ¯̇γ tan ψ̄).

Then the depth-averaged equation for the averaged solid pressure writes

∂tp̄s + v · ∇p̄s = −B(Φ̄− ¯̇γ tan ψ̄). (A.29)

We can write the basal solid pressure in terms of the averaged p̄s as

ps|b = hmϕ̄(ρs − ρf )g cos θ − pefm |b = 2(p̄s + pefm)− pefm |b.

This adds a new unknown pefm |b, but we can use the approximations found in [7] to write pefm |b =
3
2
pefm and then, using again pefm = −p̄s + hm

2
ϕ̄(ρs − ρf )g cos θ we write

ps|b = 2p̄s −
1

2
pefm =

3

2
p̄s −

hm
4
ϕ̄(ρs − ρf )g cos θ,

hence we find the relation between the basal and the averaged solid pressure,

p̄s =
2

3
ps|b +

hm
6
ϕ̄(ρs − ρf )g cos θ.

We embed this relation in (A.29) to write the evolution equation for the basal solid pressure

2

3
(∂tps|b + v · ∇ps|b) +

1

6
(ρs − ρf )g cos θ(∂t(hmϕ̄) + v · ∇(hmϕ̄)) = −B(Φ̄− ¯̇γ tan ψ̄).

Therefore using (2.12a),

∂tps|b + v · ∇ps|b =
1

4
(ρs − ρf )g cos θϕ̄hm∇ · v −

3

2
B(Φ̄− ¯̇γ tan ψ̄). (A.30)

The averaged excess pore pressure appearing in the system is recovered through

pefm =
2

3
pefm |b =

2

3
(−ps|b + hmϕ̄(ρs − ρf )g cos θ).

Later in section C.2 we develop a comparison with the equation proposed in [23] to solve the
basal pressure.

Remark 2 We would like to point out that equation (A.27) is obtained by neglecting the rates
of plastic expansion and compaction ξ̇1, ξ̇2. As said in [4] in most granular materials, the elastic
deformation are extremely small compared to plastic deformation, the latter being even more
important when the solid phase is flowing. Then our approximation (A.27) and the derived
depth-averaged equation (2.26) are only valid when the elastic contribution is small (high solid
bulk modulus B).
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Remark 3 Other alternatives can be found in the literature where a pressure evolution equation
taking into account dilatancy, is used to close the two-phase 3D system. Let us mention the
papers [27, 38, 37] where 3D models are proposed to solve immersed granular flows. In the work
[27] the following equation for the pressure is considered:

∂tps + v · ∇ps = 2Kϕγ̇(peq
s − ps)−K2ϕ∇ · v −K3psH(ϕ0 − ϕ) (A.31)

where the constants are: K (from the dilatancy law in [43], tanψ = K(ϕ−ϕeq)), K3 = 100s−1,
ϕ0 = 0.55 (random loose packing), ϕc = 0.576,

K2 =


aeE ϕ ≥ ϕc
aeE

ϕ−ϕ0

ϕc−ϕ0
ϕ0 ≥ ϕ < ϕc

0 ϕ < ϕ0

with ae = 0.1, and E is the Young modulus (106Pa). The Heaviside function H(x) is 0 for
negative values and 1 for positive or zero values.
As it was exposed in section 2.4 of [7], for a linear approximation we can establish the following
relation

K(ϕ− ϕeq) ∼ Kp(p
eq
s − ps),

and then the equation becomes

∂tps + v · ∇ps = −K2ϕ

(
∇ · v − 2K

K2Kp

γ̇(ϕ− ϕeq)

)
−K3psH(ϕ0 − ϕ). (A.32)

In the case ϕ > ϕ0, the Heaviside function vanishes and this equation has the same form as the
simplified equation from [4], considered here in (A.27).
In [38] a simpler equation has been considered by taking

∂tps + v · ∇ps = Kϕγ̇(peq
s − ps), (A.33)

so only the first term in (A.31) is kept. Using the same approach, it can be written as

∂tps + v · ∇ps = − K
Kp

ϕγ̇(ϕ− ϕeq). (A.34)

The main difference is that this equation does not have the divergence term.

B Equivalence of notations in our model and in Iverson

and George [23, 18] and Meng and Wang [35]

In order to easily track the models’ comparison we briefly summarize the equivalence between
our notation and those used in the Iverson-George model (table 4), and in the Meng-Wang model
(table 5), respectively. Note that we only display the variables that have a different notations
in the models.
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Variable Here Iverson-George [23]
Solid volume fraction ϕ m

Depth-averaged velocity v (u, v)
Basal fluid pressure (pfm)|b pb

Excess pore fluid pressure pefm pe
Effective fluid viscosity ηe µ
Internal friction angle δ φ

Dilatancy angle ψIG ψ
Static volume fraction ϕc mcrit

Critical-state compacity ϕeq
IG meq

Viscous dimensionless number J Iv

Stokes number St S

Table 4: Equivalence between our notations and those used in the Iverson-George model [23, 18].
Note that in [18] the “bar” notation is removed in the depth-averaged velocity.

Variable Here Meng & Wang [35]
Solid density ϕρs ρs
Fluid density (1− ϕ)ρf ρf

Material density (j = s, f) ρj ρ̃j
Dynamic fluid viscosity ηf µf
Solid volume fraction ϕ νs
Fluid volume fraction 1− ϕ νf

Solid velocity (3d) v = (vx, vz) vs = (us, vs, ws)
Fluid velocity (3d) u = (ux, uz) vf = (uf , vf , wf )

Solid velocity (averaged) v us
Fluid velocity (averaged) u uf

Solid stress tensor ϕσs σe

Fluid stress tensor (1− ϕ)σfm σf

Shear fluid stress tensor σ′fm τ f
Mixture velocity Vm vm

Normal vector at the bottom n n(b)

Normal vector at the virtual surface – n(s)

Normal vector at the free surface NX –

Normal vector at the interface ÑX –
Excess pore fluid pressure (averaged) pefm pe

Solid pressure (averaged) ps σ0 = σe(zz)
Mass exchange term (flux of the granular mass) J J

Mass exchange distribution coeff. λf λ
Solid friction coef. – αs
Fluid friction coef. 5

2
ηe
hm

αf
Coulomb friction coef. µ µs

Table 5: Equivalence between our notations and those used in the Meng-Wang model [35]
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C Comparison with the Iverson-George model: further

details

C.1 Details of calculations

We claimed that the Iverson-George model is equivalent to our oversimplified mixture model (C2)
(equations (3.14)) which has been deduced from our two-layer mixture model (B2) (equations
(3.1)) under the hypothesis ∆H � 1. In this section we detail the comparison between (3.1)
and the Iverson-George model (3.16) as well as the hypotheses making it possible to recover the
Iverson-George model from our model.

In view of the conservation laws (3.16b) and (3.1a), we see that the virtual thickness h in
the Iverson-George model corresponds to our H. From (3.1a) and (3.3) (or equivalently (2.23))
we obtain the continuity equation for the virtual thickness H since

∂tH +∇ · (Hv) =
ρ− ρf
ρ

HΦ.

This equation coincides with equation (3.16a) in the Iverson-George model when

D = hΦ,

as claimed in (3.19). Our equation for the upper fluid layer thickness (3.1b) obviously does not
appear in the Iverson-George model.
Then we have to compare the momentum equations (3.9d) and (3.16c). Instead of the equation
(3.16c) on hv, let us write it on ρhv

∂t(ρhv) +∇ · (ρhv ⊗ v) + κg cos θ∇
(

1

2
ρh2

)
+ κg cos θ

h2

2
∇ρ+ h(1− κ)∇pb

= −ρhg cos θ∇b− ρgh sin θex − µIG sgn(v)(ρg cos θh− pb)−
2ηe
h

(1− ϕ)v,

(C.1)

where we replaced τs and τf using (3.17a)-(3.17b). We rewrite (3.9d) here using (3.11)-(3.12) to
make the comparison easier:

(C.2)
∂t(ρHv) +∇ · (ρHv ⊗ v) + g cos θ∇

(
1

2
ρ
(
H2 +

ρ− ρf
ρf

∆2
H

))
= −ρHg cos θ∇b− ρHg sin θex − µ sgn(v)

(
ρg cos θH − (pfm)|b

)
− 5

2

ηe(1− ϕ)

H −∆H

v.

Firstly, we notice that the term κg cos θ h
2

2
∇ρ in (C.1) does not appear in (C.2). This term can

be neglected in the model as the authors argue in [18] under the assumption of small gradient in
ρ. Secondly, in order to make these momentum equations look the same, we have to set κ = 1,
that is, we assume isotropy of normal stresses. Notice that the convective terms are the same in
the two models with h = H but it is not the case for the pressure terms and the basal shear for
the fluid. Under the condition

∆H = H − hm � H (C.3)

the pressure term g cos θ∇(ρh2/2) in (C.1) identifies with the equivalent pressure term in (C.2)

and the shear term becomes the same, 2ηe(1−ϕ)
H

, except for the coefficient coming from the
approximation of the strain shear rate, 2 for the Iverson-George model and 5/2 for our model.
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We now focus on the friction term at the bottom which involves the basal pressure and the
friction coefficient µ = (µeq + tanψ)+ for us and µIG = tan(δ+ψIG) in the Iverson-George model.
Assuming a linearization of the tangent, we write

µIG ' tan δ + tanψIG.

As we said in section 3.4.2, the main difference is that the friction coefficient in the critical state
µc = tan δ is thus constant while it depends on the inertial and viscous numbers in our model
µeq(Jµ) (see equations (2.7) and (2.11)). We would like to make a more detailed analysis of
the rheology: for us it is given by (2.9), (2.7) and for Iverson-George by (3.17f). An explicit
comparison has been summarized in table 3. The form of the dimensionless parameter N in
(3.17f) is obtained as a generalization of the viscous number J =

ηf γ̇

σe
taking into account a

collision term ρsd
2γ̇2, that helps to avoid the division by zero in case of vanishing pressure σe,

that is

N =
ηeγ̇

σe + ρsd2γ̇2
.

Notice that in this definition the fluid viscosity ηf in J has been replaced by the effective shear
viscosity ηe, even if later in the paper [23] it is assumed as a constant, considering the pore fluid
as a Newtonian viscous material. Dividing by the pressure σe we find the inertial number I2 in
the denominator of N as shown in (3.17f). In our model we do not consider the collision term
but a combined inertial-viscous number Jϕ. Notice that the approximation of the shear rate γ̇
also differs, given by (2.10) and (3.17e), respectively. The coefficient 2 in (3.17e) is related to a
particular shape of the velocity profile. Indeed, the detailed study of [10] shows that a coefficient
3 corresponds to the viscous regime (used for example in [43]) and a more general coefficient
5/2 is compatible with the free fall or inertial regimes (used for example in [8]), which is also
the choice made here (2.10). Beside the coefficient, in our approximation it is the thickness of
the mixture which is involved in the shear rate and not the virtual thickness H as discussed in
Section 3.3.

The basal pressure in the Coulomb law is represented by σe in the Iverson-George model
(3.17b) and by ps|b for us (3.11)

σe = ρg cos θh− pb, ps|b = ρg cos θH − (pfm)|b.

If we assume h = H, the hydrostatic contribution is the same in the two models. In the Iverson-
George model the basal excess fluid pressure pb is the solution of equation (3.16d). If we assume
α→ 0, this equation reduces to

D = 2|v|tanψIG, (C.4)

and the pressure pb, obtained in the Iverson-George model by inverting (3.17d), is

pb = ρfg cos θh− ηe
2kIG

hD. (C.5)

By considering (3.19) we can write

pb = ρfg cos θh− ηe
2kIG

h2Φ. (C.6)

In our model the basal excess fluid pressure is given in equation (3.12)

(pfm)|b = ρfg cos θ

(
H +

ρ− ρf
ρf

∆H

)
+ (pefm)|b.
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The hydrostatic part would then coincide under (C.3). Now we have to compare the last term
coming from the excess pore pressure, that reads − ηe

2kIG
h2Φ for the Iverson-George model and

(pefm)|b for our model. According to (3.10a) and to the value of β in (2.17),

(pefm)|b = −ηf
k

h2
m

2
Φ = −ηf

k

(H −∆H)2

2
Φ, (C.7)

and then both definitions are the same under (C.3) for k and kIG denoting both the hydraulic
permeability, calculated differently in the two models in (2.17) and (3.17d) respectively, and
assuming a constant effective fluid viscosity ηe = ηf .

We conclude that the limit α → 0 in the Iverson-George model with κ = 1 and neglecting
the term g cos θ h

2

2
∇ρ in (C.1) can be considered as a simplification of our one velocity two-layer

(3.1) under the assumption (C.3) and with h = H. In these conditions, the Iverson-George
model corresponds to our one-layer model one-velocity model (3.14).

C.2 Comparison of the basal pore pressure equation

We compare here the equations for the solid basal pressure proposed in this paper (2.26) and in
the Iverson-George model (3.16d). First let us briefly remind how equation (3.16d) is obtained
in the Iverson-George model, from a Darcy law and dilatancy relations, following [23]. The
same notation as in section A.6 is used here, namely, 3D velocity is denoted by v(t, x, y, z) =
(v(t, x, y), vz(t, x, y, z)) and the same gradient notation is used for both, 3D and 2D functions.
Moreover the material derivative is Dt(ξ) = ∂t(ξ) + v · ∇(ξ), for any function ξ. In particular,
the 3D dilatancy law is given by

γ̇ tanψIG = αDtσe −
1

ϕ
Dtϕ

where the first term on the r.h.s. accounts for the elasticity effect. The evolution of the volume
fraction, appearing in the last term, is related to the divergence of the solid velocity and the
apparent fluid velocity q = (1− ϕ)(u− v) through the relation,

1

ϕ
Dtϕ = −∇ · v = ∇ · q.

The dilatancy law then reads as in (2.25)

αDtσe = −∇ · v + γ̇ tanψIG, (C.8)

when α = 1/B. The Darcy law is given by

q = −kIG

ηe
∇pe.

Considering that the mean total normal stress is defined as σ = pf + σe, combining these
equations leads to

αDt(pf − σ) = ∇ ·
(
kIG

ηe
∇pe

)
− γ̇ tanψIG,

In depth-averaging this equation, several hypothesis are considered to finally achieve (3.16d). as
summarized in the following lines
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• Shallow flow assumption is considered and the equation is approximated at first order in
ε = H/L,

αDt(pf − σ) = ∂z

(
kIG

ηe
∂zpe

)
− γ̇ tanψIG.

• kIG

ηe
does not depend on z (no material property varies in z). Notice that since pf = ph+pe

and ph = ρfg cos θ(h− z), we have ∂2
zpe = ∂2

zpf . Then

αDt(pf − σ) =
kIG

ηe
∂2
zpf − γ̇ tanψIG.

• A linear profile in z is assumed for the vertical velocity. Using vz(z = 0) = 0 and the

kinematic condition vz(z = h) = ∂th + v · ∇h, then vz is approximated by vz =
z

h
D̄th,

with D̄th = ∂th + v · ∇h. As a consequence, Dt(ξ) ∼ D̄t(ξ) + v · ∇(ξ) + z
h
D̄th ∂z(ξ). The

equation becomes,

α
(
D̄t(pf − σ) +

z

h
D̄th ∂z(pf − σ)

)
=
kIG

ηe
∂2
zpf − γ̇ tanψIG.

• Boundary conditions for the pressure: At the free surface, traction free for solid and fluid
phases are considered, pf |z=h = σe|z=h = 0. At the bottom, hydrostatic pore pressure
gradient is assumed, ∂zpf |z=0 = −ρfg cos θ. The depth-averaging of previous equation
yields

αhD̄t(p̄f − σ̄) =
kIG

ηe
(∂zpf |z=h + ρfg cos θ)− h¯̇γ tan ψ̄IG,

where for clarity in the exposition we used the “overline” notation for the depth-averaged
quantities, that is, for any f , f̄ = 1

h

∫ h
0
fdz. It is assumed that α is constant in z, v ∼ v,

¯̇γ ∼ γ̇IG = 2|v|
h

, tan ψ̄IG is defined as in (3.17f) for ϕ̄.

• A quadratic profile in z is specified for the pore fluid pressure, ∂2
zpf = C (cst. in z), that

thanks to previous boundary condition gives

pf = pb

(
1− z2

h2

)
− ρfg cos θh

(
z

h
− z2

h2

)
.

This expression is used to find p̄f and ∂zpf |z=h to be replaced in the pressure equation,
leading to

αhD̄t

(
2

3
pb −

1

6
ρfg cos θh− σ̄

)
=
kIG

ηe

(
ρfg cos θ − 2

pb
h

+ ρfg cos θ
)
− h¯̇γ tan ψ̄IG.

• Depth-averaged total normal stress is defined as σ̄ = 1
2
ρg cos θh (half of the basal total

normal traction). The equation becomes

αhD̄t

(
2

3
pb −

1

2
g cos θh

(1

3
ρf + ρ

))
=

2kIG

ηe

(
ρfg cos θ − pb

h

)
− h¯̇γ tan ψ̄IG,

and developing the first term,

2

3
αhD̄tpb −

1

2
αhg cos θ

(
1

3
ρfD̄th+ D̄t(ρh)

)
=

2kIG

ηe

(
ρfg cos θ − pb

h

)
− h¯̇γ tan ψ̄IG.

Mass equations (4.5 and 4.6 in [23]) give respectively D̄t(ρh) = −ρh∇ · v and D̄th =
ρ−ρf
ρ
D − h∇ · v.

73



Embedding these expressions in the previous equation, we finally write the pressure equation as

D̄tpb +
1

4
g cos θ

(
(ρf + 3ρ)h∇ · v − ρf

ρ− ρf
ρ

D

)
=

3

2α

(
2kIG

ηeh2
(ρfg cos θh− pb)− ¯̇γ tan ψ̄IG

)
.

Using expressions (3.17c) and (3.17d) in the first term on the r.h.s. we find (3.16d),

∂tpb + v · ∇pb = −1

4
g cos θ

(
(ρf + 3ρ)h∇ · v − ρf

ρ− ρf
ρ

D

)
+

3

2α

(
D

h
− ¯̇γ tan ψ̄

)
. (C.9)

To derive the expression of the dilatancy term D in (3.17d), defined as D =
∫ h

0
∇·vdz, one uses

again the hypothesis above. Namely, thanks to the dilatancy relations,

D =

∫ h

0

∇ · vdz =

∫ h

0

∇ ·
(
kIG

ηe
∇pe

)
dz ∼

∫ h

0

kIG

ηe
∂2
zpf dz.

where we used the shallow approximation, that kIG
ηe

does not depend on z and ∂2
zpe = ∂2

zpf .

Finally, the quadratic profile of pf gives ∂2
zpf = 2

h2
(ρfg cos θh− pb), so

D =
2kIG

ηeh
(ρfg cos θh− pb).

Comparison with our proposal (2.26)

Firstly we remark that the 3D equations for the pressure are the same in both models, (2.25) for
our model and (C.8) for the Iverson-George model, under α = 1/B. However the depth-averaging
process is developed differently. We compare here the resulting depth-averaged equations, (2.26)
and (3.16d).

Notice that in the Iverson-George model the evolution equation is established for the basal
fluid pressure, while our proposal (2.26), developed in section A.6, is derived for the basal solid
pressure. Let us then write our equation (A.30) in terms of the fluid pressure by using the
relation ps|b = −pfm |b + g cos θ(ρfhf + ρhm). First we compute the following transport term by

using mass equations (2.12) and (2.21).

∂t(ρfhf + ρhm) + v · ∇(ρfhf + ρhm)

= ∂t(ρfhf +ρhm)+∇· ((ρfhf +ρhm)v)− (ρfhf +ρhm)∇·v
= ρf (Vf −hf∇· v) +∇· (ρfhf (v−uf )) +ρfhmΦ̄−ρhm∇· v
=−(ρfhf +ρhm)∇·v+ρf∇·((1−ϕ)hm(v̄−u)+hf (v−uf )).

The equation (2.26) reads

∂tpfm |b + v · ∇pfm |b = −1

4
g cos θ((5ρ− ρf )hm + 4ρfhf )∇ · v +

3

2
B(Φ̄− ¯̇γ tan ψ̄)

+ρfg cos θ∇ ·
(

(1− ϕ)hm(v − u) + hf (v − uf )
)
. (C.10)

Let us compare equations (C.9) and (C.10) under α = 1/B and D = hΦ̄. Notice that for a
unique velocity u = v = uf the last term in (C.10) vanishes. The additional term in the Iverson-
George model equation (C.9) related to D, 1

4
g cos θρf

ρ−ρf
ρ
D, comes from the mass equations

written in terms of the virtual surface − equations (4.5) and (4.6) in [23]− that read

∂t(ρh) +∇ · (ρhv) = 0, ∂th+∇ · (hv) =
ρ− ρf
ρ

D.
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These equations are used during the integration procedure providing the additional term in the
Iverson-George model equation (C.9). In our case the depth-averaging is made in [0, hm] instead
of [0, H], so we use the corresponding mass equation ,

∂thm +∇ · (hmv) = hmΦ̄.

Finally, the different coefficients of the densities that go with ∇· v in the first term on the r.h.s.,
come from the particular parabolic profile of the pressure assumed in [23], as shown above. The
corresponding term in (C.10) is also written as

−1

4
g cos θ((5ρ− ρf )H − (ρ− ρf )∆H)∇ · v̄

so even neglecting ∆H these coefficients do not coincide.

D Comparison with the Meng-Wang model: further de-

tails

D.1 Details of calculations

In section 4.4.2 we summarized the hypothesis under which the Meng-Wang model becomes our
model (C1). Here we give a detailed explanation of this comparison in order to conclude that
the equivalence is achieved under condition (3.13), ∆H � 1, as for the Iverson-George model.

The total mass conservation is given in (4.10) for our model and, for the Meng-Wang model
it is obtained as the sum of the mass equations in (4.16)

∂t(ρh) +∇ · (ρhVm) = 0.

This leads to the same conclusion than for the Iverson-George model, that is, the equivalence
between the virtual surface h and our virtual thickness H. Under this identification we recover
the equivalence of the mass equations of the two systems (4.11a), (4.11b) and (4.16b), (4.16a)
with J in (4.16e), bridging the difference between the dilatancy laws. The equation of the upper
fluid layer is neglected under (3.13) which also implies that Vf � 1. But contrarily to the
Iverson-George model case, this assumption not only implies |Φ|� 1, but also that u − v � 1
from the definition of Vf in (4.11f). As in the precedent case, we will keep however this effect
in the system, together with two different velocities. Under ∆H � 1, we find the following
equivalence between J and Vf ,

J = ϕ
ρfρs
ρ
Vf ' ϕ

ρfρs
ρ
V∗f . (D.1)

with V∗f in (4.14).
Now we compare the momentum equations. Since we do not kept the viscous terms in the

stress tensor, we must neglect the last term in (4.16d). We notice that h = H is not enough to
obtain the equivalence of the convective terms, and we must use again (3.13). We look carefully
at the rest of the terms: pressure, mass exchange and friction.

Let us start with the pressure terms. Under b = 0, the equivalence of the hydrostatic pressure
terms is found under (3.13). Regarding the excess pore pressure terms, in the solid and fluid
equations it appears

for Meng-Wang (4.16): (1− ϕ)∇(hpe),
for our model (4.11): (1− ϕ)(H −∆H)∇pefm ,
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where ∇pefm is given by (4.5). Notice that pe and pefm represent the depth-averaged excess pore
pressures for each model. We will consider the bold notation for the z-dependent pressures in this

section to avoid confusion. From the definition of these averages we have ∇(hpe) = ∇
( ∫ b+h

b
pe

)
and

∇pefm =
1

hm

∫ b+hm

b

∇pe
fm =

1

hm

(
∇
∫ b+hm

b

pe
fm − (pe

fm)|b+hm∇(b+ hm) + (pe
fm)|b∇b

)
,

which gives (4.5a) since (pe
fm

)|b+hm = 0 from its definition (2.28). Using that hm = H−∆H , both
expressions coincide in the case b = 0 and ∆H � 1. Despite the equivalence of the definitions,
the approximations of the pore pressure given by (4.16h) for the Meng-Wang model and (4.5)
for our model, differs in the explicit quantities:

for Meng-Wang: ∇(hpe) = ∇
(
−h3

3
β

(1−ϕ)2

(
ΦMW +∇((1− ϕ)(u− v))

))
,

for our model: (H −∆H)∇pefm = ∇
(
− (H−∆H)3

3
β

(1−ϕ)2
Φ
)
.

Indeed the term appearing in the Meng-Wang model corresponds to the case of β ∼ O(1)
studied in [7], where the values of pefm and (pefm)|b are given in equations (3.58)-(3.59) of that
paper matching with (4.16h) for b = 0.
Let us continue with the mass exchange term that reads

for Meng-Wang (4.16): ((1− λ)u+ λv)J,
for our model (4.11): ρsϕ

ρ
((1− λf )u+ λfVm)ρfVf .

Assuming the equivalence in (D.1), and again ∆H � 1 a simple calculation leads to match

λ =
ϕρs
ρ
λf '

ϕρs
ρ
λ∗f . (D.2)

There are three friction terms. The one with the relative velocity, β(u− v), is equivalent under
h = H. The basal solid friction reads

for Meng-Wang (4.16): − sgn(v)µMW

(
ϕ(ρs − ρf )hg cos θ − (pe)|b

)
− αsϕv

for our model (4.11): −sgn(v)µ
(
ϕ(ρs − ρf )g cos θ(H −∆H)− (pefm)|b

)
and the basal fluid friction,

for Meng-Wang (4.16): −αf (1− ϕ)u,

for our model (4.11): −5
2
ηe(1−ϕ)
hm

u.

Thus it is easy to conclude that for a complete equivalence αs must vanish and αf = 5
2
ηe
hm

.
The difference in the approximation of the excess pore pressure indicated before also affects the
Coulomb friction term. The remaining differing terms appearing in our model (4.11) are the last
ones in momentum equations that are neglected again under ∆H � 1.

Therefore, as for the Iverson-George model the equivalence h ' H and the condition (3.13)
are needed to identify the systems.

D.2 Comparison of the boundary conditions

As discussed in Section 4.4, the Meng-Wang model is a depth-averaged model based on the 3D
Jackson’s equations. The concept of the virtual surface, introduced by Iverson and George [23],
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is used to derive the model, thereby the real free surface is not solved. In contrast to the Iverson-
George model, the Meng-Wang model solves for two velocities, one for each phase (as in our (C1)
model, see figure 3C1). Additionally, the flux of granular or liquid mass through the virtual
surface is quantified in the model through specific boundary conditions at the virtual surface
level. Since this is not a trivial matter, we present here the boundary conditions considered in
[35] and highlight the main similarities and differences with respect to the ones considered for
our model, in Section A.1. Note that in our case the configuration is different because instead of
the virtual surface, we have the free surface b+ hm + hf and the interface b+ hm that separate
the mixture layer from the upper fluid layer (see figure 1).

The virtual surface in the Meng-Wang model is driven following the mixture velocity through
the kinematic condition

∂t(b+ h) + Vm ·N vs
X = 0, (D.3)

where N vs
X is the normal vector to the virtual surface. This condition seems reasonable, con-

sidering that the virtual surface can be defined by both the solid and liquid phases. In our
configuration, the free surface moves with velocity uf , (A.4), and the interface moves with solid
velocity v (A.7).
To introduce the flux through the interface, Meng and Wang consider a zero momentum jump
at the virtual surface that is calculated from the momentum equations of the 3D system,

(σs + σfm)N vs
X = ρsϕ(v − u)

(
(v −Vm) ·N vs

X

)
. (D.4)

Then J is introduced as the flux of granular mass through the interface in terms of the solid
velocity,

J = −ρsϕ(∂t(b+ h) + v ·N vs
X ). (D.5)

But using previous condition (D.3) and the definition of Vm, J is equivalently defined as

J = ρf (1− ϕ)(∂t(b+ h) + u ·N vs
X ). (D.6)

So J can also be interpreted as the flux of the fluid mass through the virtual surface. Notice that
(D.6) is equivalent to our definition of the fluid mass flux at the interface ρfVf introduced in
(A.8), for h = hm. As detailed in equation (D.1), we can identify ρfVf and J up to a coefficient.
Nevertheless, instead of (D.5) we have (A.7) and(A.8), where we establish that the fluid mass
flux is exactly balanced by the upper fluid layer and that the solid phase does not leave the
mixture layer. In the Meng-Wang model the flux J describes both the solid entering the mixture
and the fluid expelled or the contrary. By using again the kinematic condition (D.3) it is possible
to write the following alternative expression

J = −ρsϕ(v −Vm) ·N vs
X , (D.7)

hence the momentum condition (D.4) is equivalently written as

(σs + σfm)N vs
X = −(v − u) J. (D.8)

Besides the different velocities, this condition looks similar to the total momentum conservation
(A.9) where σf is neglected. As we discussed in section A.3 this quantity must be distributed
among the phases in order to have complete boundary conditions. In [35] this distribution is
made through the coefficient λ = 1− ϕ as follows

σsN
vs
X = −(1− λ)(v − u)J, (D.9)

σfmN
vs
X = −λ(v − u)J.

77



By denoting EMW
f the corresponding tangential projection of the flux as in (A.10), EMW

f =
(v − u)tg J, the tangent component of previous relations reads

(σsN
vs
X )tg = −(1− λ)EMW

f , (D.10)

(σfmN
vs
X )tg = −λEMW

f .

So they also follow the same form as in (A.12), where Fd (drag term) is neglected. Again,
this highlights that, due to the virtual surface, the solid that enters the mixture replaces the
equivalent mass of fluid in the mixture while the solid expelled from the mixture is replaced by
the equivalent mass of fluid.

E Calculation details of the two-phase model (B1)

The model (B1) presented in section 4 is based on the assumption that the upper-fluid layer
moves with the mixture velocity Vm assuming kf →∞ in the full model (A1). The combination
of momentum equations can not a priori be written in a conservative form and some calculations
are needed to obtain the proposed equations (4.4). Here we detail such calculation.

The total momentum conservation equation, as the sum of equations in (2.14), reads

∂t

(
(ρhm + ρfhf )Vm

)
+∇ ·

(
ρsϕhmv ⊗ v + ρf (1− ϕ)hmu⊗ u+ ρfhfVm ⊗ Vm

)
= −g cos θ∇

(
(ρs − ρf )ϕ

h2
m

2
+ ρf

(hm + hf )
2

2

)
−sgn(v)µ

(
ϕ(ρs−ρf )g cos θhm−(pefm)|b

)
− 5

2

ηe(1− ϕ)

hm
u−(ρhm+ρfhf )(g cos θ∇b+g sin θex).

(E.1)

The combination of the fluid equations (2.14b) +
ρf (1−ϕ)

ρ
× (2.14c) gives

∂t(ρf (1− ϕ)hmu) +∇ · (ρf (1− ϕ)hmu⊗ u) +
ρf (1− ϕ)

ρ
(∂t(ρfhfVm) +∇ · (ρfhfVm ⊗ Vm))

= −(1− ϕ)
ρhm + ρfhf

ρ
ρfg cos θ∇(b+ hm + hf )− (1− ϕ)hm∇pefm − βhm(u− v)

− ρsϕ

ρ
((1− λf )u+ λfVm)ρfVf −

5

2

ηe(1− ϕ)

hm
u− (1− ϕ)

ρhm + ρfhf
ρ

ρfg sin θex.

(E.2)

We work on (E.2) to find a conservative formulation. Notice that

ρf (1− ϕ)

ρ
∂t(ρfhfVm) = ∂t

(
ρf (1− ϕ)

ρ
ρfhfVm

)
+
ρ2
fρs

ρ2
hfVm∂tϕ

and

ρf (1− ϕ)

ρ
∇ · (ρfhfVm ⊗ Vm) = ∇ ·

(
ρf (1− ϕ)

ρ
ρfhfVm ⊗ Vm

)
+
ρ2
fρs

ρ2
hf (Vm ⊗ Vm)∇ϕ

where we used φ∇ · (w1⊗w2) = ∇ · (φw1⊗w2)− (w1⊗w2)t∇φ for any scalar φ and any vectors
w1, w2.
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Now we use (4.3) to write the two terms on ϕ, using also that (w1 ⊗ w2)∇φ = w1(w2 · ∇φ),

ρ2
fρs

ρ2
hf (Vm∂tϕ+ (Vm ⊗ Vm)∇ϕ) =

ρ2
fρs

ρ2
hfVm(−ϕΦ + (Vm − v) · ∇ϕ).

Hence (E.2) finally reads as in (4.4b)

(E.3)

∂t

(
ρf (1− ϕ)

(
hmu+

ρfhf
ρ

Vm

))
+∇ ·

(
ρf (1− ϕ)

(
hmu⊗ u+

ρfhf
ρ

Vm ⊗ Vm
))

= −(ρhm + ρfhf )
ρf (1− ϕ)

ρ
g cos θ∇(b+ hm + hf )− (1− ϕ)hm∇pefm

− βhm(u− v)− ρsϕ

ρ
((1− λf )Vm + λfu)ρfVf −

5

2

ηe(1− ϕ)

hm
u

− (ρhm + ρfhf )
ρf (1− ϕ)

ρ
g sin θex +

ρ2
fρs

ρ2
hfVm(ϕΦ + (v − Vm) · ∇ϕ).

An alternative momentum equation is found by subtracting equation (E.3) from the total one
(E.1), thus obtaining an equation involving the solid phase velocity (4.4a).

Notice that neither (E.2) nor (4.4a) are the conservation momentum equation for the solid and
fluid phases because they have been obtained as a special combination of the original equations.
These equations are written straightforward in terms of the virtual thickness H yielding (4.11d)
and (4.11e).

Let us detail the writing of the solid mass equation (4.11a) in terms of H for the readers’
convenience. Those for the fluid phase being equivalent. From the solid mass equation (4.1a)
using the definition of H we write

∂t(ϕH) +∇ · (ϕHv) = ∂t

(
ρf
ρ
ϕhf

)
+∇ ·

(
ρf
ρ
ϕhfv

)
.

Now we use the equation of hf to write

∂t

(
ρf
ρ
ϕhf

)
=
ρf
ρ

(
ϕVf −

ρf
ρ
hfϕΦ− ϕ∇ · (hfVm)− ρf

ρ
hfv · ∇ϕ

)
and we develop

∇ ·
(
ρf
ρ
ϕhfv

)
=
ρf
ρ
hfv · ∇ϕ+ ϕ∇ ·

(
ρf
ρ
hfv

)
.

Using the expression of Vf in (4.2) and rearranging terms we find

∂t(ϕH) +∇ · (ϕHv) = −ρf
ρ
ϕHΦ− ρf

ρ
ϕ∇ · (hm(1− ϕ)(u− v) + hf (Vm − v)) .

Notice that from the definition of the mixture velocity Vm we write Vm − v =
ρf (1−ϕ)(u−v)

ρ
, then

it yields (4.11a).

F Alternative simplified models

In this section we present other simplified versions of the full model (A1) by considering different
ideas. Namely we propose a one-layer one-velocity model where the solid mass is conserved
instead of the total mass. Next two options already presented in previous works for two-layers
two-velocities models are summarized. For the first one, originally presented in [14], the phases
in the mixture are supposed to have the same velocity leading to the (A2) model (figure 3A2).
The second one, presented in [7], is obtained by considering that the fluid phases (in the mixture
and in the upper layer) move with the same velocity (see figure 25).
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F.1 One-layer one-velocity model with solid mass conservation

We present here an alternative one-velocity model to the oversimplified model (C2) presented
in Section 3. The idea is to preserve the conservation of solid mass instead of total mass, and
to use the acceleration equation instead of total momentum conservation. With this choice, we
do not preserve the total mass or the fluid mass. The interpretation of such a system could be
to consider a mixture layer of fluid and granular material with an ’infinite’ fluid layer above,
from which we can always expel some fluid when contraction occurs, and from where we can
always absorb some fluid when dilation occurs. The dilatancy effect in the model is retained,
as in model (3.14), appearing in the continuity equation of the volume fraction and as a part of
the friction law through the excess pore pressure pefm .

As in section 3.2, we aim to find a model with a unique thickness and one velocity. In model
(C2), we preserved the total mass conservation ρH with the objective of finding the Iverson-
George model. However, as mentioned in Section 3.2, for that choice, neither the solid mass
nor the fluid mass are preserved. In the model proposed here, we maintain hm as the unique
thickness of the model, and we neglect hf in the system. Consequently, similar to model (C2),
we do not solve equation (3.1b). The proposed alternative mixture model for unknowns hm, ϕ, v
is given by the following equations

∂t(ϕhm) +∇ · (ϕhmv) = 0, (F.1a)

∂tϕ+ v · ∇ϕ = −ϕΦ, (F.1b)

(F.1c)
∂t(ρhmv) +∇ ·

(
ρhmv ⊗ v

)
+ g cos θ∇

(
ρ
h2
m

2

)
− ρfhmvΦ

=−ρhmg cos θ∇b−ρhmg sin θex− sgn(v)µ
(
(ρ−ρf )g cos θhm− (pefm)|b

)
− 5

2

ηe(1− ϕ)

hm
v,

together with relations in (2.18) and (2.16b) for the dilatancy law and the pore pressure. Notice
that the term ρfhmvΦ in the momentum equation must be added to be consistent with the
considered mass equations.

As we mentioned before, the model (F.1) conserve solid mass and volume, but it does not
preserve the total mass and the fluid mass and neither their associated volumes. If we write
them from (F.1) we find the following equations for the volumes,

total volume: ∂thm +∇ · (hmv) = hmΦ,

fluid volume: ∂t((1− ϕ)hm) +∇ · ((1− ϕ)hmv) = hmΦ,

and for the masses

total mass: ∂t(ρhm) +∇ · (ρhmv) = ρfhmΦ,

fluid mass: ∂t(ρf (1− ϕ)hm) +∇ · (ρf (1− ϕ)hmv) = ρfhmΦ. (F.2)

As for the model (C2), these equations show that the conservation of volume and mass are
recovered at the order of the dilatancy Φ (supposed to be small in this case).

F.2 Two layer model with one velocity in the mixture and one ve-
locity in the upper-fluid layer (A2)

This model, presented in [14], is obtained as the limit of the complete model when the friction
coefficient between the two phases in the mixture β tends to infinity, that leads u = v as we
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did to obtain the model (C1). We thus consider that the fluid and solid phases in the mixture
moves with the same velocity, that also equals the velocity of the mixture Vm = v. Nevertheless
we keep a different velocity for the fluid upper layer, uf (see figure 3A2).
We write the obtained model for unknowns hm, hf , ϕ, v, uf . The mass equations read

∂thm +∇ · (hmv) = −Vf , (F.3a)

∂thf +∇ · (hfuf ) = Vf , (F.3b)

∂tϕ+ v · ∇ϕ = −ϕΦ. (F.3c)

The momentum conservation equation for the mixture is the sum of (2.14a) and (2.14b),

∂t(ρhmv) +∇ · (ρhmv ⊗ v) = −ρhmg cos θ∇(b+ hm)− ρfhmg cos θ∇hf

−(ρs − ρf )g cos θ
h2
m

2
∇ϕ− ((1− λf )v + λfuf )ρfVf

− sgn(v)µ
(
ϕ(ρs − ρf )g cos θhm − (pefm)|b

)
+kf (uf − v)− 5

2

ηe(1− ϕ)

hm
v − ρhmg sin θex.

(F.4a)

Finally the momentum equation for the upper fluid layer does not change and it is given by
(2.14c),

∂t(ρfhfuf ) +∇ · (ρfhfuf ⊗ uf ) = −ρfhfg cos θ∇(b+ hm + hf )

+((1− λf )v + λfuf )ρfVf − kf (uf − v)

−ρfhfg sin θex. (F.4b)

The fluid transfer rate in (2.21) gives Vf = −hmΦ. Notice that the excess pore pressure only
appear in the friction term at the bottom. The closures are the same as for the original model
in (2.16b)-(2.22).

F.3 Two-layer model with one velocity for each phase

This simplification was already presented in Section 4.3 of [7], but we include it here for the
sake of completeness for our hierarchy of models. Remember that in [7] the friction between the
layers at the interface was taken proportional to (uf − u). This model was thus obtained as the
limit of an infinity friction between the layers, that leads to equal velocity of the fluid phase in
the mixture and in the upper-fluid layer uf = u (see figure 25).
The resulting model with unknowns hm, hf , ϕ, u, v states as follows. The mass equations read

∂t(ϕhm) +∇ · (ϕhmv) = 0, (F.5a)

∂t((1− ϕ)hm + hf ) +∇ · (((1− ϕ)hm + hf )u) = 0, (F.5b)

∂tϕ+ v · ∇ϕ = −ϕΦ. (F.5c)

The momentum conservation equations are

∂t(ρsϕhmv) +∇ · (ρsϕhmv ⊗ v) = −ϕhmg cos θ(ρs∇(b+ hm) + ρf∇hf )

−(ρs − ρf )g cos θ
h2
m

2
∇ϕ+ (1− ϕ)hm∇pefm

− sgn(v)µ
(
ϕ(ρs − ρf )g cos θhm − (pefm)|b

)
+βhm(u− v)− ϕhmρsg sin θex, (F.5d)
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Figure 25: Sketch for the two-layer model with two velocities in the mixture and the upper-fluid
velocity u.

∂t(ρf ((1− ϕ)hm + hf )u) + ∇ · (ρf ((1− ϕ)hm + hf )u⊗ u)

= −((1− ϕ)hm + hf )ρfg cos θ∇(b+ hm + hf )

−(1− ϕ)hm∇pefm −
5

2

ηe(1− ϕ)

hm
u

−βhm(u− v)− ((1− ϕ)hm + hf )ρfg sin θex.

(F.5e)

Notice that the exchange term no longer appears in this two-velocity model. The closures are
the same as for the original model, given by equations (2.16a)-(2.20). The energy balance of this
model has been already presented in [7].

G Models in uniform regime

In this section a summary of the models in uniform configuration is presented. First we present
our series of models, accordingly to the classification made in figure 3, then we write the Iverson-
George model and the Meng-Wang model.

G.1 Our hierarchy of models in uniform regime

(A1) Two-layer model with three velocities

The complete model (2.12)-(2.21) for unknowns hm, hf , ϕ, v, u, uf in uniform regime, taking into
account that Vf = −hmΦ, reads as follows.

∂thm = hmΦ, (G.1a)

∂thf = −hmΦ, (G.1b)

∂tϕ = −ϕΦ, (G.1c)

∂tv = −µ sgn(v)
ps|b

ρsϕhm
+

β

ρsϕ
(u− v) +

kf
ρhm

(uf − Vm)− g sin θex, (G.1d)

∂tu = −λf
Φ

(1− ϕ)
(u− uf )−

β

ρf (1− ϕ)
(u− v) +

kf
ρhm

(uf − Vm)− 5

2

ηe
ρfh2

m

u− g sin θex, (G.1e)

∂tuf = −(1− λf )
hmΦ

hf
(u− uf )−

kf
ρfhf

(uf − Vm)− g sin θex, (G.1f)
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together with the following closures

β =
150ηfϕ

2

(1− ϕ)d2
, kf =

ρhmρfhf
ρhm + ρfhf

|uf−Vm|, λf =
1

2
+

1

2
sgn(Φ)δf , δf =

{
0 centered dist.,
1 upwind dist.,

(G.2a)
and the effective viscosity ηe = ηf (1 + 5

2
ϕ). The friction coefficient is

µ = (µeq +K(ϕ− ϕeq))+ . (G.2b)

The rheological laws give

ϕeq =
ϕc

1 + bϕJ 1/2
ϕ

with Jϕ = αϕI
2 + J,

µeq = µc + ∆µ

1+I0/J 1/2
µ

with Jµ = αµI
2 + J,

where I =
d γ̇√
ps|b/ρs

, J =
ηf γ̇

ps|b
, γ̇ =

5

2

|v|
hm

.

(G.2c)

As we discussed previously, there are two options to set the definition of the basal solid pressure.

Option 1 for the computation of ps|b. The first option is done by the definition of the basal

solid pressure ps|b as ps|b = ϕ(ρs − ρf )g cos θhm − (pefm)|b, with (pefm)|b = − β
(1−ϕ)2

h2m
2

Φ, where the

dilatancy function (G.1) is given by

Φ = γ̇K(ϕ− ϕeq). (G.3a)

Note that taking into account the definition of ϕeq, it implies an implicit definition of ps|b.
Namely, as explained in Section 2.3.2, it can be seen that

√
ps|b is a root of a third order

polynomial,

(
√
ps|b)

3 + A2(
√
ps|b)

2

−(ϕ(ρs − ρf )g cos θhm + A1(ϕ− ϕc))(
√
ps|b)− A2(ϕ(ρs − ρf )g cos θhm + ϕA1) = 0

(G.3b)

with coefficients A1 =
β

(1− ϕ)2

h2
m

2
γ̇K, A2 = b (αϕd

2γ̇2ρs + ηf γ̇)1/2.

Option 2 for the computation of ps|b The basal solid pressure is the solution of the following
equation

∂tps|b = −3

2
B(Φ− γ̇K(ϕ− ϕeq)), (G.4a)

with B the solid bulk modulus. In this case, the dilatancy function Φ is written in terms of the
basal solid pressure using the expression of (pefm)|b that gives

Φ =
2(1− ϕ)2

βh2
m

(ps|b − ϕ(ρs − ρf )g cos θhm). (G.4b)

(A2) Two-layer model with one velocity in the mixture and an independent velocity
in the upper-layer

The model with two velocities and an upper fluid layer in Appendix F.2, with unknowns
hm, hf , ϕ, uf , v given in (F.3)-(F.4) reads

∂thm = hmΦ, (G.5a)
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∂thf = −hmΦ, (G.5b)

∂tϕ = −ϕΦ, (G.5c)

∂tv =
ρf
ρ
λfΦ(uf − v)− µ sgn(v)

ps|b
ρhm

+
kf
ρhm

(uf − v)− 5

2

ηe(1− ϕ)

ρh2
m

v − g sin θex, (G.5d)

∂tuf = (1− λf )
hmΦ

hf
(uf − v)− kf

ρfhf
(uf − v)− g sin θex, (G.5e)

together with the following closures

λf =
1

2
+

1

2
sgn(Φ)δf , δf =

{
0 centered distribution,
1 upwind distribution,

(G.6a)

kf =
ρhmρfhf
ρhm+ρfhf

|uf − v| and ηe = ηf (1 + 5
2
ϕ). The friction coefficient is

µ = (µeq +K(ϕ− ϕeq))+ . (G.6b)

The rheological laws are

ϕeq =
ϕc

1 + bϕJ 1/2
ϕ

with Jϕ = αϕI
2 + J,

µeq = µc + ∆µ

1+I0/J 1/2
µ

with Jµ = αµI
2 + J,

where I =
d γ̇√
ps|b/ρs

, J =
ηf γ̇

ps|b
, γ̇ =

5

2

|v|
hm

.

(G.6c)

The basal solid pressure ps|b is defined as ps|b = ϕ(ρs − ρf )g cos θhm − (pefm)|b, with (pefm)|b =

− β
(1−ϕ)2

h2m
2

Φ. We also consider two possible computation.
Option 1. The basal solid pressure is calculated as the solution of the polynomial

(
√
ps|b)

3+A2(
√
ps|b)

2−
(
ϕ(ρs−ρf )g cos θhm+A1(ϕ−ϕc)

)√
ps|b−A2(ϕ(ρs−ρf )g cos θhm+A1ϕ) = 0

(G.7a)

with coefficients A1 =
β

(1− ϕ)2

h2
m

2
γ̇K, A2 = a(αϕd

2γ̇2ρs + ηf γ̇). The dilatancy function in

equations (G.1) is given by
Φ = γ̇K(ϕ− ϕeq). (G.7b)

Option 2. The basal solid pressure is the solution of the following equation,

∂tps|b = −3

2
B(Φ− γ̇K(ϕ− ϕeq)), (G.8a)

with B the solid bulk modulus. The dilatancy function Φ is written in terms of the basal solid
pressure using the expression of (pefm)|b that gives

Φ =
2(1− ϕ)2

βh2
m

(ps|b − ϕ(ρs − ρf )g cos θhm). (G.8b)
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(B1) Two-layer model with two velocities in the mixture

The model with two velocities and an upper fluid layer with unknowns hm, hf , ϕ, u, v given in
(4.1)-(4.4) reads

∂thm = hmΦ, (G.9a)

∂thf = −hmΦ, (G.9b)

∂tϕ = −ϕΦ, (G.9c)

(G.9d)
∂t(hmv +

ρf
ρ
hfVm) = −µ sgn(v)

ps|b
ρsϕ

+
β

ρsϕ
hm(u− v)− (hm +

ρf
ρ
hf )g sin θex

− ρf
ρ

((1− λf )u+ λfVm)hmΦ +

(
hmv + (1− ρf

ρ
)
ρf
ρ
hfVm

)
Φ,

∂t(hmu+
ρf
ρ
hfVm) = −5

2

ηe
ρfhm

u− β

ρf (1− ϕ)
hm(u− v)− (hm +

ρf
ρ
hf )g sin θex

+
ρsϕ

ρ(1− ϕ)
((1− λf )u+ λfVm)hmΦ−

(
hmu+ (1− ρf

ρ
)
ρf
ρ
hfVm

)
ϕ

1− ϕ
Φ.

(G.9e)

Closures for β, ps|b and Φ are the same given above in (G.2) and (G.3) or (G.4). Denoting

Qv = hmv +
ρf
ρ
hfVm and Qu = hmu+

ρf
ρ
hfVm, the primitive phases velocities u, v are recovered

as follows

v =
hmQv +

ρ2f
ρ2
hf (Qv −Qu)

hm(hm +
ρf
ρ
hf )

, u =
Qu −mv

hm +
ρ2f
ρ2
hf
,

with m =
ρfρsϕ

ρ2
hf .

(B2) Two-layer model with one velocity

The model with an upper fluid layer (3.1) or equivalently (3.9)-(3.10) for unknowns hm, hf , ϕ, v
reads

∂thm = hmΦ, (G.10a)

∂thf = −hmΦ, (G.10b)

∂tϕ = −ϕΦ, (G.10c)

∂tv = −µ sgn(v)
ps|b

ρhm + ρfhf
− 5

2

ηe(1− ϕ)

(ρhm + ρfhf )hm
v − g sin θex. (G.10d)

Closures for ps|b and Φ are the same given above in (G.2) and (G.3) or (G.4).
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(C1) One-layer model with two velocities

The two-velocity model with one layer with unknowns H,ϕ, u, v given in (4.12) becomes

∂tH =
ϕ(ρs − ρf )

ρ
HΦ∗, (G.11a)

∂tϕ = −ϕΦ∗, (G.11b)

(G.11c)∂tv = −µ sgn(v)
ps
∗
|b

ρsϕH
+

β

ρsϕ
(u− v)− ρf

ρ
((1− λ∗f )u+ λ∗fVm − v)Φ∗ − g sin θex,

(G.11d)∂tu = −5

2

ηe
ρfH2

u− β

ρf (1− ϕ)
(u− v) +

ρsϕ

ρ(1− ϕ)
((1− λ∗f )u+ λ∗fVm − u)Φ∗ − g sin θex.

Closures for β, µ, ps
∗
|b,Φ

∗ are given in (G.13) and (G.14) or (G.15). The coefficient λ∗f is defined
analogously as

λ∗f =
1

2
+

1

2
sgn(Φ∗)δf , δf =

{
0 centered distribution,
1 upwind distribution.

(C2) One-layer model with one velocity

The model with 1 layer (3.14)-(3.15) with unknowns H,ϕ, v becomes

∂tH =
ϕ(ρs − ρf )

ρ
HΦ∗, (G.12a)

∂tϕ = −ϕΦ∗, (G.12b)

∂tv = −µ∗ sgn(v)
ps
∗
|b

ρH
− 5

2

ηe(1− ϕ)

ρH2
v − g sin θex. (G.12c)

The closures in this case are analogous to (G.2) and they read as follows. The friction coefficient
is

µ∗ = (µeq∗ +K(ϕ− ϕeq∗))+ . (G.13a)

The rheological laws are

ϕeq∗ =
ϕc

1 + bϕ(J ∗ϕ )1/2
with J ∗ϕ = αϕ(I∗)2 + J∗,

µeq∗ = µc + ∆µ
I0+(J ∗µ )1/2

(J ∗µ )1/2 with J ∗µ = αµ(I∗)2 + J∗,

where I∗ =
d γ̇∗√
ps∗|b/ρs

, J∗ =
ηf γ̇

∗

ps∗|b
, γ̇∗ =

5

2

|v|
H
.

(G.13b)

We also have in this case two option to compute the basal solid pressure, denoted by ps
∗
|b.

Option 1 for the computation of ps
∗
|b. For this first option ps

∗
|b is defined by ps

∗
|b = ϕ(ρs −

ρf )g cos θH − (pefm)∗|b, with (pefm)∗|b = − β
(1−ϕ)2

h2m
2

Φ∗, what implies again an implicit definition.
The basal solid pressure is calculated as the rooth of a third order polynomial,

(
√
ps∗|b)

3+A2(
√
ps∗|b)

2−
(
ϕ(ρs−ρf )g cos θH+A1(ϕ−ϕc)

)√
ps∗|b−A2(ϕ(ρs−ρf )g cos θH+ϕA1) = 0

(G.14a)
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with coefficients A1 =
β

(1− ϕ)2

h2
m

2
γ̇∗K, A2 = b(αϕd

2(γ̇∗)2ρs + ηf γ̇
∗)1/2. The dilatancy function

is given by
Φ∗ = γ̇∗K(ϕ− ϕeq∗). (G.14b)

Option 2 for the computation of ps
∗
|b. The basal solid pressure is the solution of the

following equation,

∂tps
∗
|b = −3

2
B(Φ∗ − γ̇∗K(ϕ− ϕeq∗)), (G.15a)

with B the solid bulk modulus. The dilatancy function Φ∗ is

Φ∗ =
2(1− ϕ)2

βH2
(ps
∗
|b − ϕ(ρs − ρf )g cos θH). (G.15b)

G.2 Other models in uniform regime

Iverson-George model [IG]

Finally we write the Iverson-George model given in equations (3.16) in the uniform regime with
unknowns h, ϕ, v, pb.

∂th =
ϕ(ρs − ρf )

ρ
D, (G.16a)

∂tϕ = −ϕD
h
, (G.16b)

∂tv = −τs + τf
ρh

− g sin θex. (G.16c)

∂tpb =
1

4
g cos θρf

ρ− ρf
ρ

D +
3

2α

(
D

h
− γ̇IG tanψIG

)
. (G.16d)

The closures are given as in (3.17a)-(3.17f) that read

τf = (1− ϕ)ηe
2v

h
, τs = µIG

v

|v|
σe, µIG = tan(δ + ψIG), (G.17a)

σe = ρg cos θh− pb, pb = ρfg cos θh+ pe. (G.17b)

The dilatancy function is

D = −2kIG

hηe
pe, kIG = k0e

0.6−ϕ
0.04 , (G.17c)

and finally the rheological relations are

tanψIG = ϕ− ϕeq
IG, ϕeq

IG =
ϕc

1 +
√
N
, N =

J

1 + I2
, γ̇IG =

2|v|
h
. (G.17d)

Meng-Wang model [MW]

Lastly, we write the Meng-Wang model with unknowns h, ϕ, u, v given in (4.16) in the uniform
regime. We use that

J = −ϕρfρs
ρ
hΦMW.

So it reads

∂th =
ϕ(ρs − ρf )

ρ
hΦMW, (G.18a)
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∂tϕ = −ϕΦMW, (G.18b)

∂tv = − sgn(v)µMW

ps|b
ρsϕh

+
βMW

ρsϕ
(u− v)− g sin θex − (1− λ)(u− v)

ρf
ρ

ΦMW −
αs
ρsh

v, (G.18c)

∂tu = − αf
ρfh

u− βMW

ρf (1− ϕ)
(u− v)− g sin θex − λ(u− v)

ϕρs
ρ(1− ϕ)

ΦMW. (G.18d)

The closures are given in (4.16e)-(4.16i) and read

ΦMW = γ̇MW tanψMW, tanψMW = K1(ϕ− ϕeq
MW), ϕeq

MW = ϕc −K2
ηf γ̇MW

ps|b
,

γ̇MW = 3
|v|
h
, µMW = tan(δ + ψMW), βMW = (1− ϕ)2 ηf

kMW

.

(G.19a)

The pressure terms are

ps|b = ϕ(ρs − ρf )g cos θh− (pe)|b, (pe)|b = −1

2

βMW

(1− ϕ)2
h2ΦMW. (G.19b)

The distribution coefficient is λ = 1 − ϕ, and the hydraulic permeability kMW, and coefficients
αs, αf are considered as constants.

H Supplementary material for numerical results

H.1 Influence of the parameters on long-term stationary states

In figure 26 the stationary states for the height of the mixture, velocity and concentration are
presented as a function of three parameters around their reference values aµ = 11.29, bϕ = 0.66
and I0 = 0.279 [56]. Only one parameter is varied while the others stay constant.

From the first row of figure 26, we can observe that the bigger influence of aµ is on the
velocity. On the other hand, the stationary velocities are independent of bϕ which has a bigger
influence on the concentration. The third row shows that I0 has only a small influence on all the
quantities. Finally, we can also observe on the third column that all parameters have a small
influence on the stationary height of the mixture.

In this figure the stationary solution for the case of the rheology considered in [7] is also
presented. We can observe that for bigger values of bϕ the stationary concentrations in the
present model and in [7] are close. In figure 27 the stationary solutions are represented as a
function of aµ, but with bϕ/0.66 = 1.5. In particular for aµ/11.29 ≈ 0.5 the stationary solutions
for the velocity, concentration and height of the mixture with the new rheology are very close to
the solutions in [7]. Then, for the following tests in this paper we set aµ = 11.29/2, bϕ = 0.66·1.5,
I0 = 0.279.

Figure 28 shows the evolution of the two dimensionless numbers in the rheology I2 and J
corresponding to test 5.1. For high and low viscosity cases J is bigger than I2 and for the case
of high viscosity I2 is negligible.

H.2 Forces in models in uniform regime

We present in the next table the forces applying to each model in the uniform regime, for
equations written in conservative form.
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Figure 26: Long-term stationary states as a function of aµ, bϕ, I0: (first column) solid velocity
vinf , (second column) concentration ϕinf and (third column) height of the mixture hinf in the
immersed simulations in section 5.1.
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Figure 27: Long-term stationary states as a function of aµ, bϕ, I0, but now around reference
values I0 = 0.279 and bϕ = 0.66 × 1.5: (first column) solid velocity vinf , (second column)
concentration ϕinf and (third column) height of the mixture hinf in the immersed simulations in
section 5.1.
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Figure 28: Time change of I2 and J for high and low viscosity cases in the immersed simulations
in section 5.1.
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Figure 29: psb and γ̇ in the high viscosity (left) and low viscosity case (right) in the immersed
simulations in section 5.1, see figure 9.
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Dilatancy in dry granular flows with a compressible µ(i) rheology. Journal of Computational
Physics, 429:110013, 2021.
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