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Integrated Ant Colony Optimization and Mixed Integer Linear
Programming for Multi-objective Railway Timetabling

Nicola Coviello1, Giorgio Medeossi1, Thomas Nygreen2, Paola Pellegrini3 and Joaquin Rodriguez3

Abstract— This paper presents an algorithmic framework for
automatic railway timetabling, developed within the project
“Tools for mathematical optimization of strategic railway
timetable models” funded by the Norwegian Railway Direc-
torate (Jernbanedirektoratet). It describes the algorithmic core
of the developed tool, called Automatic Timetabler with Multi-
ple Objectives. The framework integrates a Multi-Objective Ant
Colony Optimization (MOACO) algorithm and a Mixed Integer
Linear Programming (MILP) formulation. MOACO performs a
fast-but-coarse exploration of the solution space, populating and
maintaining an approximated Pareto optimal set of timetables.
The timetables generated by MOACO are refined by the MILP
formulation, exploring a neighborhood of the input solution and
returning feasible, high-quality timetables. The tool is assessed
on case studies driven from real practice in Norway.

I. INTRODUCTION

To maximize the benefit of passengers and freight cus-
tomers, railway agencies rely on the generation of timetable
hypotheses to identify possible infrastructure and timetable
improvements. Starting with conceptual railway service re-
quirements, they face a trade-off between several conflicting
objectives, such as travel time, capacity utilization, robust-
ness and energy consumption. Many timetable hypotheses
may have to be generated, with various service concepts and
alternatives for each concept. Timetable generation is a time-
consuming process, and its (partial) automation may largely
improve planners’ productivity. The efficient production of
optimized timetables is crucial to support such automation.

The Train Timetable Problem (TTP) is a classical NP-
hard problem in Operations Research [11]. It consists in
defining the arrival and departure times of trains in stations
and in selecting their routing across the network. A number
of exact methods have been proposed for the TTP [3], [4],
[15], and they have shown their usefulness when their scope
is appropriately defined. Besides exact methods, heuristic
and meta-heuristic algorithms have been designed, with
promising results. Despite the richness of the TTP literature,
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the use of optimization algorithms for practical timetabling
has not yet spread in the industry. One of the main reasons
for this is that the problem variants tackled struggle to the
represent the multifaceted practical problem [1], [2], [12].

In this work, we model the TTP as the problem of trans-
forming a service concept into a feasible timetable, and we
specifically address all features considered important by Jern-
banedirektoratet to design timetables. A service concept is a
set of conceptual railway service requirements. It is basically
a timetable draft. It provides the number and type of trains
that have to figure in the output timetable, respecting given
technical and operational constraints. Technical constraints
make the output timetables feasible, i.e., ensure that in real
operation trains can respect their schedule, at least in absence
of traffic perturbations [10]. Operational constraints foster
the compliance with commercial and organizational needs
(passenger connections and transfer times, crew and rolling
stock rostering, etc.). The problem we deal with consists in
finding a number of feasible timetables that respect a service
concept and optimize a set of objective functions.

This paper presents ATMO (Automatic Timetabler with
Multiple Objectives), which is a novel algorithmic frame-
work to tackle the TTP. ATMO was developed within the
project “Tools for mathematical optimization of strategic
railway timetable models” funded by the Norwegian Railway
Directorate (Jerbanedirektoratet) and carried out by Trenolab
SRLS and Université Gustave Eiffel. The term “strategic” in
the project’s name, refers to the planning stage at which
the tool is intended to be used. During strategic timetable
planning, many variables are left open, regarding the service
to be carried on as well as the infrastructure. Hence, a large
number of scenarios are likely to be assesses, thus requiring
to automatize as much as possible the whole process.

ATMO implements a multi-objective approach and returns
a set of timetables representing a Pareto-Optimal Set ap-
proximation (POS). A preliminary version of ATMO was
presented in [7]. In that paper, we focused mainly on the po-
tential practical impact of the application of optimization for
assessing infrastructure modification options. In the present
paper, we formally describe the framework finally produced
and we propose a more extensive experimental analysis.

In ATMO, we model the TTP as a two-layer graph
problem, merging the representation of a clique and a path
problem. A clique on a Layer 1 graph defines the set of
trains scheduled. Paths on Layer 2 graphs define the travel
characteristics of these trains.

We exploit both the meta-heuristic and exact algorithmic
perspectives for tackling the two-layer graph model: we com-



bine a Multi Objective Ant Colony Optimization (MOACO)
algorithm and a Mixed-Integer Linear Programming (MILP)
formulation. MOACO integrates the state of the art on
Ant Colony Optimization (ACO) applications for solving
minimum cost clique and path problems. It provides a fast-
but-coarse exploration of the solution space, populating and
maintaining a POS considering up to five objectives (four
real objectives plus one fostering the minimization of soft-
constraint violations). The solutions of this POS are then
refined by MILP. It explores their neighborhood and finally
provides feasible, high-quality timetables.

The rest of the paper is structured as follows. Section II
describes the adopted data model and the relevant formu-
lation for the TTP. Section III introduces the algorithmic
principles of ATMO. Section IV presents and discusses
numerical experiments and Section V reports our conclusions
and proposes some possible future developments.

II. INFRASTRUCTURE, OPERATIONS AND SERVICE
CONCEPT MODELS

We adopt a macroscopic model for infrastructure and
operations, based on a multi-graph. Nodes represent timing
locations (stations, junctions, halts) in the rail network. To
ensure the microscopic feasibility of the produced timetable,
for each node, we define: a set of tracks, one of which is
identified as the main one; an additional running time if
a track different from the main one is used by a rolling
stock; for each track, a minimum separation time between
the end of the occupation by a train and the beginning of the
occupation by the following one, to ensure that each track
can be used by at most one train at a time.

Edges are line stretches connecting consecutive timing
locations. Edges can be mono- or bi-directional, and more
than one edge can connect the same pair of consecutive
stations. Trains can pass locations in two different modes:
passing or stopping. This influences running time, minimum
headway and energy consumption of trains on line stretches.
Trains can be scheduled with running times greater than
the minimum technical ones. We adopt a linear relationship
to model the relevant variation of energy consumption and
headway between trains running in the same direction.
Modeling these relationships as linear ones is a strong
assumption, but it allows an easier integration into a MILP
formulation. Empirical experience gathered by the authors
permits to assume that, at least in the considered case studies,
the distortions introduced by the linearization are acceptable
as long as the run time upper bound is not larger than 1.15
times the minimum technical run time of each line section.

The service concept model describes the services that shall
be scheduled in the timetables. It contains all relevant data
concerning, e.g., timing locations and line stretches to be
traversed, possible timing, stop pattern. This information is
provided for train groups, i.e, for sets of periodic trains.
Spare courses are modeled as single-train groups. Three
types of groups can be defined: fixed groups are constraints
to the timetabling process as they are to be set exactly
as described; movable groups can be adjusted in time and

Fig. 1. Global architecture of the ATMO framework

space (station routing) to optimize the timetables; optional
groups are movable groups that may be excluded from the
timetable. Train groups can have different priorities, which
define their contribution to the objective functions. Moreover,
a time discretization step is defined for each group. The
relevant times of a train group in a timetable must be set
to multiples of this discretization step. A small discretization
step indicates the need of high precision associated to a train
group. For example, a passenger train group may have a
smaller step than a freight one. A non-negative periodicity
tolerance defines the maximum acceptable deviation from a
strictly periodic pattern. Null tolerance imposes that arrivals
and departures in a node of pairs of trains of the group are
separated by exactly a multiple of the group’s period.

III. THE ATMO SOLUTION FRAMEWORK

Figure 1 displays the architecture of the ATMO frame-
work. Grey ovals represent data contents, blue rectangles
processes and orange diamonds conditional switches. Solid
arrows mark the operation flows, while dashed ones are
data feedings. After reading the input data, MOACO is
started. It iteratively creates and updates a provisional POS
(Section III-A). After the stopping criterion is satisfied, i.e.,
after a given number of iterations have been completed
or the available computational time has elapsed, the MILP
formulation refines all POS solution (Section III-B).

ATMO assesses the quality of timetables according to
four objectives: TTT , minimize total weighted travel time,
i.e., the sum over all trains of the difference between last
arrival and first departure time, weighted by the group pri-
ority; EC , minimize total energy consumption, weighted by
group priorities; NTR, maximize the number of scheduled
trains weighted by group priorities; ST , maximize timetable
stability. These objectives are computed as follows. A train
travel time is the difference between its arrival time at the
last station and its departure time from the first one. The
total weighted travel time is the sum of the train travel times
multiplied by the respective group priority factor. Energy
consumption strictly depends on the running times of trains
on each edge, as well as on whether trains perform passes or
stops in stations where both options are possible. All energy
consumption values are input data. The total weighted energy



consumption is the sum of the train energy consumption
multiplied by the respective group priority factor. The total
weighted number of scheduled trains is the product of the
number of trains of each optional group included in the
timetable and the respective group priority factor. Stability is
measured as the minimum buffer time in the timetable (time
separation between two consecutive utilizations of the same
line stretch or station track minus the minimum admissible
headway between the corresponding train movements). The
equations used to compute the objective function values are
detailed in [6].

A. MOACO algorithm

ACO algorithms [8] are based on the iterative construction
of feasible solutions by a colony of artificial ants. Here,
we focus on Max-Min Ant System [21], one of the most
successful ACO algorithm, for which a very well performing
multi-objective variant exists [14].

The construction of a feasible solution consists in the
sequential selection of a set of edges on a construction
graph. Ants construct solutions progressively, stochastically
selecting the edge to add at each step through the pseudo-
random proportional rule. Here, the selection is biased by a
greedy measure of the quality of the node (heuristic infor-
mation η) and by a quantity representing the accumulated
knowledge of the colony on the actual quality (pheromone
trail τ ). In particular, being in node u, an ant selects
the edge to add from a candidate set CAND : each edge
(u, v) ∈ CAND has a probability of being selected equal

to p(u,v) =
τα
(u,v)η

β

(u,v)∑
v′∈CAND

τα
(u,v′)

ηβ

(u,v′)
, with α and β parameters

of the algorithm. Pheromone is updated at each iteration to
progressively increase the trail on the components of solution
S, which is either the best so far or the iteration best solution:
τ(u,v) = (1−ρ)τ(u,v)+δS, with ρ ∈ [0, 1] parameter and δS a
measure of the quality of S. To avoid stagnation, pheromone
is always bounded to be in the interval [τmin, τMAX ]. The
process stops when a termination condition is met (e.g.,
maximum number of iterations or elapsed time).

We adopt ACO for three main reasons. First, it suits
well the solution of the TTP since it builds solutions incre-
mentally, thus mimicking real-practice timetables planning.
This will foster the understanding and acceptance of the
way ATMO works by practitioners. Second, ACO features
effective exploration capabilities thanks to the blended ex-
ploitation of memory from past iterations (pheromone trails)
and local information. On the one hand, pheromone trails
capture the implicit bonds between different choices elimi-
nating the need for modeling them explicitly. On the other
hand, (proxys of) our objective functions components can be
exploited as powerful local information. Third, ants generate
and maintain populations of solutions, which fits particularly
well the production of a POS.

1) Multi-objective extension: To deal with the various
objective functions of the TTP, we follow the multi-colony
architecture proposed by [14]. Specifically, several colonies
of artificial ants build solutions concurrently, each consider-

ing its own pheromone trail and objective function. Through-
out iterations, the POS is progressively filled and updated.
We have five colonies: each colony Co optimizes objective
function o ∈ O, with O = {TTT ,EC ,NTR,ST ,CFL}.
These are the four TTP objective functions, to which we
add the number of residual conflicts (CFL) to minimize. A
conflict occurs when a pair of trains utilize the same infras-
tructure resource without respecting the minimum headway.
By adding the CFL objective, we relax these technical
constraints. Hence, MOACO does not necessarily return
practically applicable solutions. However, preliminary anal-
ysis has shown that this choice is definitely improving final
solution quality, especially as MOACO solutions are refined
through the MILP formulation, which restores applicability.

Both heuristic information and pheromone trail are defined
for each objective. The former is common to all colonies
(ηô,∀ô ∈ O), the latter evolves independently in each of
them (τô,Co ,∀ô, o ∈ O). This means that each colony Co,
features its own pheromone trails τô,Co for each objective.
The values associated to different objectives are normalized
and they are all bounded in the interval [τmin, τMAX ].

The weighted sums of heuristic information and
pheromone trails associated to all objectives are the τ and
η values to be used in the pseudo-random proportional rule.
The weights used here vary across iterations and colonies.
For colony Co, the weight of pheromone trail and heuristic
information associated to objective o (λi

o at iteration i) is
initially set to one and decreases by 0.1 at each iteration until
it reaches 0.5. Then, it is set back to one and the progressive
decrease starts again. The weights of all other objectives
(λi

ô,∀ô, o ∈ O at iteration i) are randomly selected at each
iteration with the only constraints that they are non-negative
and the sum of all weights must be 1. Each colony manages
its own pheromone trails and builds solutions independently.

After each iteration, the POS is updated by adding all
solutions that weakly dominate the already included ones,
and removing all strictly dominated solutions. Then, an
update-by-region strategy drives pheromone updates [14].
The best Nupd ≥ 1 solutions of each region are used for
the pheromone update. Solution quality is measured in terms
of number of residual conflicts, first, and on the o objective
function value, second. Let S be a solution of Ro, and Ŝo

be the best in Ro according to the defined lexicographic
order. The pheromone deposited on the edges composing S
is the ratio of two terms. The denominator is the difference
of the number of residual conflicts in S and Ŝo, augmented
of one unit to avoid zeros. The numerator is the inverse of
the worsening of S w.r.t. Ŝo for o.

To the best of our knowledge, the mix of actual objective
functions and soft constraint penalization in multi-objective
ACO has never been considered before. Preliminary exper-
iments led us to the lexicographic ordering of Ro, which
strongly improves the ability of MOACO to find solutions
with few residual conflicts.

2) Two-layer extension: In MOACO, a solution is the
combination of the following sub-solutions: a Layer 1 sub-
solution defining the train groups actually scheduled and the



order in which these train groups are scheduled; a set of
Layer 2 sub-solutions, one for each scheduled train group g.
Each Layer 2 sub-solution describes arrival/departure times,
pass/stop events and used track in each station. Similar two-
layer structures have been used in the literature for other
problems [18], [22]. For the TTP, it mimics the real-world
timetabling procedure by specialized planners.

Layer 1: train group selection
For finding a sub-solution in Layer 1, ants explore a

directed graph. The set of nodes includes a source, a set of
schedule nodes, and a set of discard nodes. A schedule node
is used if the corresponding movable or optional train group
is scheduled. The respective discard node is used otherwise.
Edges are defined between all pairs of nodes belonging to
different train groups, and between the source and all other
nodes. A Layer 1 sub-solution is a clique of cardinality equal
to the number of groups of trains.

Ants construct cliques inserting nodes progressively [20],
starting from the source and adding at each step the decision
of whether to schedule a train group.

As explained in Section III-A.1, heuristic information and
pheromone trail are associated to specific objective functions.
As for the heuristic information, for all edges terminating in
a schedule node, for the NTR objective we set it equal to the
number of trains belonging to the respective group multiplied
by the group priority. For all other objectives, we use an
indicator called overlap index, whose detailed description is
provided in [6]. It estimates how much the respective group
would be in conflict with already scheduled ones, acting as
a proxy for the TTT, EC, ST and CFL objectives.

Layer 2: schedule definition
After every schedule node selection in Layer 1, the corre-

sponding Layer 2 sub-solution construction is started. This
sub-solution corresponds to a path on a Time Expanded
(directed) Graph (TEG). Inspired by a classic timetabling
model [5], TEG nodes represent discrete timetable events
for the first train of the group: the arrival (or departure) at
(from) a station, at a time, at a track, with or without a stop.
The existing nodes depend on the group time discretization
step, the usable station tracks and pass/stop modes, and
the bounds for minimum and maximum times (Section II).
Dummy nodes stand for the begin and end of the path.
Edges represent stops or passes at stations, or travels on
line stretches. Running time and energy consumption are
constrained by the characteristics of the infrastructure and
of the rolling stock, and by the pass/stop modes used. The
schedule of trains of the same group is strictly periodic: a
path on the TEG that describes the timetable of the first train
of a group defines the one of the whole group.

Each edge e(u, v) of the TEG is characterized by the
following set of heuristic information quantities, one for each
objective o ∈ O \NTR: η(u,v),TTT travel time associated to
the edge, multiplied by the number of trains of the group;
η(u,v),EC energy consumed by the trains of the group when
using the edge, multiplied by the number of trains of the
group (if nodes u and v refer to arrival and departure at the

same station, η(u,v),EC = 0); η(u,v),CFL number of conflicts
with already scheduled train groups generated by using the
edge; η(u,v),ST minimum buffer time with already scheduled
train groups due to the use of the edge.

We consider two alternative path construction options for
building Layer 2 sub-solutions.

In the FAST exploration, edges are progressively added by
applying the pseudo-random proportional rule considering
only candidates that do not generate conflicts, if any. If
no such candidate exists, all neighbors of the current node
are considered. In the pseudo-random proportional rule, the
value of the heuristic information is the weighted sum of the
quantities described above after normalization, considering
weights λi

ô as described in Section III-A.1.
In the SMART exploration, only nodes belonging to a low-

conflict subset can be selected. To do so, we build a restricted
TEG to be explored by ants, by applying a variation of Dijk-
stra algorithm to label the TEG nodes. Specifically, we con-
sider two labels for each node, as the sum of η values over the
edges of the minimum cost path reaching the labeled node.
The first label is the conflict distance (cflDist): the sum of
η(u,v),CFL. The second is the aggregated normalized distance
(aggNormDist): the weighted sum of η(u,v),TTT , η(u,v),EC ,
η(u,v),CFL and η(u,v),ST , considering λi

ô. All nodes with
cflDist larger than the end node’s one are discarded. The
remaining ones constitute the restricted TEG. The heuristic
information used in the pseudo-random proportional rule is
equal to the ratio between aggNormDist of the final node
of the edge and the number of edges separating it from the
begin node along the minimum cost path.

In MOACO, we define two parameters nFAST and
nSMART which state the number of consecutive iterations
for which we use the FAST and the SMART exploration,
respectively, starting with the latter.

3) Local search: After building a TTP solution, composed
of one Layer 1 sub-solution S1 and several Layer 2 sub-
solutions, one for each scheduled train group, we apply a
local search to explore its neighborhood. It mainly aims at
the reduction of the number of residual conflicts.

The neighborhood we consider includes solutions which
schedule exactly the same train groups as in the Layer 1
sub-solution and in the same order, but with some different
Layer 2 sub-solutions. In particular, we consider a portion
pcSolLS ∈ [0, 1] of the scheduled nodes in S1. For each
of them, we recompute the Layer 2 sub-solution equal to
the path with minimum cost in terms of total value of
aggNormDist labels (Section III-A.2). Here, the conflict as-
sessment for η(u,v),CFL is performed considering all trains of
the timetable. We apply the local search for nLS consecutive
iterations, followed by nnoLS iterations in which we do not.

B. MILP formulation

All the solutions generated by MOACO are refined
through a MILP formulation. It takes as input the list of
scheduled train groups and their passing and stopping times.
Here, conflicts are not allowed, hence the solutions produced
are practically applicable. To eliminate residual conflicts and



optimize the multiple objective functions, the formulation
slightly modifies train passing and stopping times, as well as
station tracks. The used edge sequence cannot be modified.

With respect to MOACO, it drops temporal discretization
and exploits the periodicity tolerance of trains of the same
group. The objective function is the weighted sum of the nor-
malized values in [τmin, τMAX ] of three objectives: TTT ,
EC , ST . Indeed, the number of trains is constant, as the
scheduled train groups are an input. The weights considered
are those used by the ant that built the input solution.

The MILP formulation is modeled after those proposed in
[16] and [19]. A detailed description is provided in [6] and
is omitted here for lack of space. Binary variables control
the use of tracks at stations and of specific passing/stopping
events, as well as the precedence between pairs of trains
using the same resource. Continuous variables control arrival
and departure times, as well as running times and energy con-
sumption. Arrival and departure time variables are bounded
to be chosen within thin intervals around the ones fixed in the
input solution. The maximum allowed time modification is a
parameter that we call MILP degree of freedom. By varying
the value of continuous variables, the formulation can: shift a
whole periodic train group by a maximum value equal to the
degree of freedom; modify the schedule of individual trains
provided that its group periodic pattern is relaxed within the
tolerance permitted in the service concept.

IV. EXPERIMENTAL ANALYSIS

This section reports the details of the experimental analysis
carried out to assess the ATMO framework. We aim to under-
stand the contribution of different algorithmic components
to the performance. We first present the test instances we
consider. Then we discuss the ATMO assessment.

A. Test instances

Parameter tuning and tests are performed on 54 instances
drawn from real timetabling practice in Norway. Instances
are built on two parts of the Norwegian national network,
namely the Bergen line (Bergensbanen, BB) and the region
around Trondheim (Trønderbanen, TRB). These areas are
realistic medium-sized assignments to individual timetable
planners when partitioning the national network as part of
a network-wide analysis. They cover 370 and 200 km of
tracks, respectively, and are equipped with the conventional
Norwegian signaling system, based on axel-counters. The
number of timing location is 53 and 52, of which 32 and
30 stations. In average, stations have 2.3 available sidings in
BB (excluding the 8-track Bergen station) and 2.4 in TRB
(excluding the 13-track Trondheim station).

On each infrastructure, different instances are built using a
reference daily traffic pattern, whose main characteristics are
described in Figure 2 and Table I. For each considered train
group we report: the number of trains in the two directions
(separated by a comma); the periodicity of trains in the same
group; the number of stations in which trains can stop and
use a passing loop; the number of such stations in which a
stop is mandatory. Groups are named after their category: FR

Fig. 2. Reference daily traffic patterns on the test infrastructures

TABLE I
MAIN CHARACTERISTICS OF THE BASE TRAFFIC PATTERNS

TRB
Category FR1 FR2 LH1 LH2 R

# trains in each direction 5, 5 5, 5 8, 7 6, 7 15, 16
Period (min) - - - 60 60

# usable crossing stations 5 20 6 21 16
Of which mandatory stops 0 0 6 16 16

Max stop time (min) 60 60 8 8 5

BB
Category FR LH R

# trains in each direction 8, 7 5, 5 15, 15
Period (min) - 60 60

# usable crossing stations 26 21 21
Of which mandatory stops 0 21 21

Max stop time (min) 60 8 5

for freight; LH for long-haul passenger; R for regional. In
TRB, two types of freight and long-haul passenger trains are
to be scheduled. They differ for their route, stopping pattern
and type of rolling stock used. All train groups are movable
and none is optional.

From the base traffic patterns, we derive 24 and 30 test
instances for the TRB and the BB line, respectively. These
are produced by combining:

• Four sizes of the admissible time windows of train
group timings in stations: 15, 30, 60 and 90 minutes
(for the TRB line only, also 120 minutes);

• Six train configurations, in which 0 to 5 train groups
(randomly chosen in the traffic patterns) are deleted.

The input data sets were prepared using the Treno suite,
a railway timetable planning software [17] currently used by
Jernbanedirektoratet.

All the 54 resulting instances are tackled considering the
TTT and ST objectives. As no train group is optional, the
maximization of the number of scheduled trains is omitted.
As for energy consumption, we exclude it because input data
are not currently available in the necessary level of detail.
We run experiments on an Intel(R) Xeon(R) CPU E5-2637
v3 @ 3.50GHz with 16 CPUs and 128 GB ram.

B. Assessing the ATMO configuration

In this section, we assess different configurations of
ATMO. As a first step, we focus on MOACO alone, i.e.,
we do not activate any MILP refinement. Then, we assess
the impact of activating the MILP refinement.

1) MOACO performance: We apply the IRACE tool [13]
to tune the 18 parameters of ATMO. A time limit of 500 s and
a tuning budget of 5000 iterations are set. The hypervolume



Fig. 3. Number of performed iterations within the 500 s time limit.

HV (to be maximized [9]) is chosen as the comparison
indicator. With these settings, the tuning procedure takes
almost 12 days. The details on this process are omitted
for lack of space. They are available in [6]. The chosen
settings are: 35 ants per colony; αL1 = 3; βL1 = 3;
ρL1 = 0.092; τmin,L1 = 0.467; τMAX,L1 = 8; αL2 = 2;
βL2 = 8; ρL2 = 0.07; τmin,L2 = 0.618; τMAX,L2 = 12;
nSMART : nFAST =1:9; nLS :nnoLS =0:1; pcSOLLS = 25;
Nupd = 3. The tuning highlights that the alternative use of
the smart and fast TEG exploration modes is the best option.
At the end of each iteration, three different solutions from the
POS contribute to update the pheromone trails of a colony.
This implies that a differentiation during the exploration of
the solution space is fostered. Finally, the local search does
not significantly improve the performance of the algorithm,
and the tuning decides to not exploit it.

To strengthen the tuning conclusions with respect to three
crucial parameters, namely α, β and nLS , we perform further
comparisons between four MOACO configurations:

• BEST: The parameter configuration returned by the
tuning;

• GRASP: Greedy Randomized Adaptive Search Proce-
dure obtained from BEST by setting α = 0, to exclude
pheromone contribution to exploration;

• noHeurL1: BEST with β = 0, to avoid the costly
computation of the heuristic information in Layer 1;

• BEST+LS: BEST with nLS :nnoLS = 1:9 and
pcSolLS = 25, as in the best configuration returned
by IRACE including local search.

For each configuration, we tackle all the 54 test instances,
each of them with the same random seed. A time limit of
500 s is set. We then compare pairs of configurations by
applying the Wilcoxon signed-rank test to the differences
between the HVs returned by the different configurations.

Confirming the results of IRACE, the performance of
BEST appears significantly better than the other configu-
rations. The stronger evidence is in favor of the need of
using the dynamic heuristic information in Layer 1, as the
p-value returned from the test is the smallest in the com-
parison between BEST and noHeurL1 (9.918e− 06). As for
GRASP and BEST+LS, they lead to rather similar observa-
tions, with p-values of the order of 10−3.

Figure 3 reports the number of iterations performed by
the four configurations within the time limit. Solutions

Fig. 4. Improvement in the values of objectives TTT (blue bars) and ST
(green bars) produced by the MILP refinement

are ordered on the x-axis depending on the number of
iterations performed by BEST. With respect to BEST, an
average difference of +1.89%, +15.82% and −48.97% in
the number of performed iterations is obtained for GRASP,
noHeurL1 and BEST+LS respectively. This shows that the
larger impact on computational burden is definitely the one
imposed by the application of the local search. This burden is
not balanced by an improvement of performance in the fewer
iterations performed. The computationally intensive heuristic
information in Layer 1 has a minor impact on the number
of iterations, although indeed deactivating it in noHeurL1
allows increasing the count. However, the merits of the
overlap index are such that the fewer iterations performed
when using it allow ants to return better quality solutions.
Finally, as expected, suppressing the use of pheromone in
GRASP does not translate in a remarkably different number
of iterations performed.

2) MILP refinement: In the following, we discuss the
results obtained when refining with the MILP formulation
the timetables of the 54 POSs obtained with the BEST
configuration. To this purpose, the MILP degree of freedom
is set to 1200 s and the periodicity tolerance of all groups
in all relevant locations is set to 600 s. MOACO is run until
a 500 s time limit is met, and then the MILP formulation
is solved with each timetable of the produced POS as an
input. The MILP formulation is solved by the GUROBI 9.1
commercial solver, which stops when either a 2% MIP gap
is met or when the MILP computation time exceeds 600 s.

The solutions of the POSs for the 54 instances include
between 0 and 508 conflicts, that need to be solved by the
MILP. In average, MOACO produces POSs of cardinality 12
(minimum 2, maximum 28).

For 41 of the 54 instances, the MILP formulation com-
putes at least one conflict-free timetable (average 7, mini-
mum 1 and maximum 15). For 17 of these 41 instances,
the 2% MIP gap condition is met for all the MILP-refined
timetables, while, for the remaining 24, the MILP solver
finds a feasible solution but stops after the 600 s without
reaching the 2% MIP gap. Not all the timetables produced
by the MILP refinement belong to a not-dominated POS: on
average, 27% of refined timetables are dominated and, as
such, discarded.

Figure 4 describes the average percentage improvement in
the objective function values produced by the MILP refine-
ment, for the 26 instances for which at least one feasible (i.e.,
conflict-free) timetable is found. For each instance, the blue
bar displays the improvement of the TTT objective, while



the green bar refers to the ST one. Instances are sorted along
the x-axis according to the ascending order of the TTT
objective improvement. The figure highlights how dramatic
improvements are produced by the MILP formulation, thanks
to the exploitation of periodicity tolerances. On the one
hand, this is particularly evident for the TTT objective, for
which the improvements ranges between 32% and 79%. On
the other hand, improvements of the ST objective, while
always present, are comprised within 2% and 16%. Since
this dramatic difference is caused by a sharp decrease of
the minimum buffer time in the resulting timetable, we
conjecture that this is a consequence of the solution of
residual conflicts. A conflict can be seen as a “negative
buffer time” occurrence which, as such, is not considered
for the computation of ST objective. As soon as the MILP
formulation is capable to solve the conflict, the corresponding
buffer time will be considered in the objective computation.

V. CONCLUSIONS

This paper proposed a novel algorithmic framework for au-
tomatic railway timetable generation, named ATMO. Thanks
to its multi-objective approach, it provides the user with an
approximated Pareto Optimal Set of timetables according
to four different KPIs. The paper described how ATMO is
composed by the integration of a novel MOACO algorithm
and a MILP formulation.

In future research, we will work to further improve
MOACO performance, and hence ATMO, pursuing various
directions. The first one concerns the local search: we may
exploit the MILP formulation refining ant solutions as a
further local search, keeping in mind that the search spaces
of MOACO and MILP are different. Further investigation
will concern the balance between the computation times of
MOACO and MILP, in order to pursue the best trade-off.
Finally, alternative algorithmic approaches will be considered
for both MOACO and MILP, to benchmark their perfor-
mance.

With improved performance, the size of instances may
be increased, reducing the necessary partitioning of the
railway network. Here, we have used real-world medium-
sized instances. Future developments should be able to tackle
larger instances than those manageable to human planners
alone.
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