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#### Abstract

The Data-Driven Harmonic Analysis of Damage (DDHAD) has been proposed recently to construct arbitrarily anisotropic damage models in quasi-brittle heterogeneous materials from calculations on Representative Volume Elements (RVE). During preliminary off-line calculations, numerical crack propagations are simulated and the effective damaged elasticity tensor is computed by numerical homogenization. A macroscopic damage model with internal variables is defined using harmonic analysis of the elasticity tensor. The method, called Data-Driven Harmonic Analysis of Damage (DDHAD), is in this work improved by two key novelties. First, a numerical framework is proposed to evaluate efficiently the model during on-line calculations by computing all the integral terms during off-line calculations and expressing the damage model in a compact matrix form. Second, a reduced model is introduced to further reduce the number of internal variables which is in general large in 3D. It is shown in an application to the damage of 3 D printed lattice that even for a complex 3D induced anisotropy, the number of internal variables can drop to a very small number (3 or 4 ) with the aid of the proposed strategy.
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## 1 Introduction

Multiscale modeling of fracture in heterogeneous materials is a key problem in engineering for the design of more resistant materials, or for better understanding the mechanisms leading to higher strength from microstructural information. With the rapid growth of advanced manufacturing technologies such as e.g. 3D printing and additive manufacturing, it is today possible to create materials by design, i.e. designing the microstructure to obtain specific properties. However, predicting
the strength of a material, given the sole knowledge of a Representative Volume Element (RVE), is highly challenging.

The most common approach in damage modeling is to define an empirical model for the equivalent homogeneous medium, and to identify the parameters of this model, either using experimental results, or using numerical microstructural simulations on the RVE. Another approach is the use of multiscale modeling, whose aim is to construct directly the behavior of the equivalent homogeneous medium from the RVE. In this work, only RVEs with quasi-brittle phases will be considered.

The numerical multiscale damage modeling problem can be formulated as follows: given an RVE, which can have an idealized or realistic microstructure, and given a numerical crack propagation method allowing to simulate the initiation and propagation of micro cracks within the RVE, how to define a damage model for the equivalent homogeneous medium? This problem induces several tough difficulties: (i) the lack of unified definition for the RVE in this situation; (ii) the numerical complexity of the micro crack propagation within an RVE; (iii) the definition of appropriate internal variables for the homogenized model, able to take into account initial and induced anisotropies; (iv) the definition of a model relating the effective elasticity tensor to the internal variables; (v) the definition of evolution laws for the internal variables; (vi) the definition of a practical procedure to relate the results of the RVE crack simulations to the homogenized model.

Point (i) has been discussed in numerical studies (see e.g. [1-3]), showing that RVEs for quasibrittle fractured microstructures could be defined in particular situations. Issue (ii) can be alleviated using recent techniques like the phase field method [4-9]. This technique derives from a variational approach to fracture and leads to a simple and robust method to simulate the initiation, propagation, merging of multiple 2D and 3D cracks with arbitrary geometries while using simple numerical methods like the Finite Elements (see [8, 9] for a review of the phase field method and recent developments). The problem (iii) of defining the internal variables for an arbitrary anisotropic damage model is central and highly challenging [10]. Many damage variables models were proposed, including scalar [11, 12], second-order [13], fourth-order [14-22] or even eighth-order [23, 24] tensors.

Ladevèze [25], and He and Curnier [26, 27], have shown that arbitrarily anisotropic damage models can be described by damage surfaces associated with the orientated distribution functions. It was demonstrated in the mentioned papers that given these functions, the damaged elasticity tensor is completely and uniquely determined, providing a solution for problem (iv) in an elegant manner. To discretize these damage surfaces, the same authors proposed to describe it by Fourier series, and to use the coefficients of the Fourier series as internal variables. Regarding point (v),
evolution laws in this context have been proposed in [13] with application to the damage of orthotropic materials. However, the mentioned works did not provide solutions to the issue (vi). Some recent works have provided alternative to point (iv), by using machine learning and datadriven approaches, for more general multiscale history-dependent [28-32] or damage problems [33-36] .

In the present work, we address points (iii), (iv) and (vi), while point (v) is reported to future studies. The present approach, named DataDriven Harmonic Analysis Damage (DDHAD) method, uses the following ingredients: first, the above-mentioned Ladevèze-He-Curnier framework for defining a general anisotropic damage through orientation distribution functions is employed. Then, the phase field method is used to perform numerical crack simulations on RVE for different loading conditions, which serve as numerical data to construct the macroscopic model. Using these data, the damage orientation functions are identified by Fourier Series approximation. In our previous work [37], the coefficients of the Fourier series were taken as the discrete set of internal variables for the damage model. In this work, a Proper Orthogonal Decomposition (POD) reduced order model is employed to parametrize the orientation functions with a very small number of coefficients, which act as the new internal variables. As a result, a general anisotropic damage model can be defined and takes a remarkably simple form. A computational procedure is described to evaluate efficiently the damaged elasticity tensor. Detailed formulations and numerical implementations are provided for both 2D and 3D. The method is applied to the damage modeling of a 3D printed lattice RVE, to illustrate the accuracy of the method.

The outline of this article is as follows. In section 2, computational homogenization of cracked elastic material based on RVE is first reviewed. In section 3, the Data-Driven Harmonic Analysis-based Damage method (DDHAD), as introduced in our previous work [37], is presented. In section 4, a new computational framework for DDHAD is developed, to efficiently evaluate the damaged effective elastic tensor and provide the corresponding anisotropic damage model in a simple form, using pre-computed operators. In section

6 , a further improvement is proposed by performing a reduction of the internal variables using POD. The overall procedure is summarized in section 7 . Finally, the technique is illustrated on the damage of an anisotropic 3D lattice RVE in section 8 .

## 2 Computational homogenization of cracked elastic solids

We now briefly review the basics of linear computational homogenization with a Representative Volume Element (RVE). More details can be found e.g. in [38-40]. We consider an RVE defined in a domain $\Omega \subset \mathbb{R}^{\text {dim }}$, with dim denoting the space dimension. Let $\overline{\boldsymbol{\varepsilon}}$ be the macroscopic strain tensor and $\varepsilon$ its microscopic counterpart. Under the assumption of scale separation, the former is defined as the volume average of the latter

$$
\begin{equation*}
\bar{\varepsilon}=\frac{1}{|\Omega|} \int_{\Omega} \varepsilon d \Omega, \tag{1}
\end{equation*}
$$

which holds only if the RVE does not contain any sharp cracks, imperfectly bounded interfaces or voids and where $\varepsilon=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla^{T} \mathbf{u}\right)$. In the case where $\mathbf{u}$ is not continuously differentiable, the previous definition must be replaced by

$$
\begin{equation*}
\bar{\varepsilon}=\frac{1}{2|\Omega|} \int_{\Omega}(\mathbf{u} \otimes \mathbf{x}+\mathbf{x} \otimes \mathbf{u}) d \Gamma, \tag{2}
\end{equation*}
$$

where $\mathbf{x}$ is the position vector of a point within the RVE. Similarly, the macro stress tensor $\overline{\boldsymbol{\sigma}}$ in terms of its microscopic counterpart $\boldsymbol{\sigma}$ is given by:

$$
\begin{equation*}
\overline{\boldsymbol{\sigma}}=\frac{1}{|\Omega|} \int_{\Omega} \boldsymbol{\sigma} d \Omega \tag{3}
\end{equation*}
$$

which holds if the domain does not contain sharp cracks or imperfectly bounded interfaces. In the following, a regularized description of discontinuities will be adopted to describe the cracks and thus the above assumption will hold. Assuming quasi-static load and elastic damage at each incremental load, the effective elastic tensor $\overline{\mathbb{C}}(t)$ at each load step (denoted here as time $t$ ) can be computed as follows. First, at one load step $t$, the following boundary conditions on the surface $\partial \Omega$ of the RVE can be prescribed:

$$
\begin{equation*}
\mathbf{u}(\mathbf{x})=\bar{\varepsilon} \mathbf{x}+\tilde{\mathbf{u}}(\mathbf{x}) \text { on } \partial \Omega \tag{4}
\end{equation*}
$$

where $\tilde{\mathbf{u}}$ represents a periodic fluctuation over $\Omega$. Solving the linear problem

$$
\begin{equation*}
\nabla \cdot \boldsymbol{\sigma}=0 \text { in } \Omega, \tag{5}
\end{equation*}
$$

where $\nabla \cdot($.$) denotes the divergence operator and$ $\boldsymbol{\sigma}(\mathrm{x})=\mathbb{C}(\mathrm{x}, t): \boldsymbol{\varepsilon}(\mathrm{x})$, the localization tensor at load $t$ can be written as

$$
\begin{equation*}
A_{i j k l}(\mathbf{x}, t)=\varepsilon_{i j}^{(k l)}(\mathbf{x}, t) \tag{6}
\end{equation*}
$$

where $\varepsilon_{i j}^{(k l)}$ is the strain solution of the above problem when $\bar{\varepsilon}=\frac{1}{2}\left(\mathbf{e}_{k} \otimes \mathbf{e}_{l}+\mathbf{e}_{l} \otimes \mathbf{e}_{k}\right)$. Then, at each time $t$ the following linear relationship can be established, using the superposition principle, as:

$$
\begin{equation*}
\varepsilon(\mathrm{x}, t)=\mathbb{A}(\mathrm{x}, t): \bar{\varepsilon}(t) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\sigma}(\mathbf{x}, t)=\mathbb{C}(\mathbf{x}, t): \mathbb{A}(\mathbf{x}, t): \overline{\boldsymbol{\varepsilon}} . \tag{8}
\end{equation*}
$$

Finally, averaging over $\Omega$, we obtain the macro stress-strain relationship:

$$
\begin{equation*}
\overline{\boldsymbol{\sigma}}(t)=\overline{\mathbb{C}}(t): \overline{\boldsymbol{\varepsilon}}(t) \tag{9}
\end{equation*}
$$

with

$$
\begin{equation*}
\overline{\mathbb{C}}(t)=\frac{1}{|\Omega|} \int_{\Omega} \mathbb{C}(\mathbf{x}, t): \mathbb{A}(\mathbf{x}, t) d \Omega \tag{10}
\end{equation*}
$$

still assuming the absence of sharp cracks or cohesive interfaces within the RVE (see [40] for extended definitions of the macro stress when the mentioned assumption does not hold).

## 3 Harmonic analysis applied to anisotropic damage modeling

### 3.1 Harmonic description of the elasticity tensor

The Data-Driven Harmonic Analysis-based Damage (DDHAD) modeling has been introduced in our previous work [37] and is here developed for efficient computational implementation. The starting point of harmonic analysis-based damage models [25, 26, 41] is the use of scalar orientation distribution functions (ODFs) to describe an
isotropic or arbitrary anisotropic elasticity tensor. These functions can be developed into two Fourier series. Truncating these series, a reduced parameterization of the elasticity tensor can be obtained. Ladevèze [25, 41], and He and Curnier [26] used this idea to define damage models through damage ODFs, from which the associated damaged anisotropic elasticity tensor can be reconstructed. In this section, the basics of elasticity tensor reconstruction from ODFs is briefly reviewed. It can be shown (see e.g. [26]) that two ODFs are sufficient to completely describe a fourth-order elasticity tensor. These two functions are defined by:

$$
\begin{gather*}
\eta(\mathbf{n})=n_{i} n_{j} n_{k} n_{l} \bar{C}_{i j k l},  \tag{11}\\
\kappa(\mathbf{n})=\delta_{i j} n_{k} n_{l} \bar{C}_{i j k l}, \tag{12}
\end{gather*}
$$

where $\mathbf{n}$ is a unitary orientation vector (see Fig. 1) and $\overline{\mathbb{C}}$ is the effective elasticity tensor associated with the RVE. Given the microstructure of the RVE and its local elastic properties, $\overline{\mathbb{C}}$ can be computed numerically using computational homogenization. For the sake of conciseness, the interested reader can refer to e.g. [40] for a detailed presentation and practical implementation of computational homogenization. The orientation functions $\eta(\mathbf{n})$ and $\kappa(\mathbf{n})$ define the elongation and bulk moduli along the direction $\mathbf{n}$, respectively.

The elasticity tensor $\overline{\mathbb{C}}$ can be fully recovered from $\eta(\mathbf{n})$ and $\kappa(\mathbf{n})$ as follows. In 2D, the orientation functions can be parameterized by an angle $\theta \in[-\pi ; \pi]$ (see Fig. $1(\mathrm{a})$ ), then $\eta(\mathbf{n}) \equiv \eta(\theta)$ and $\kappa(\mathbf{n}) \equiv \kappa(\theta)$. The irreducible form of the elasticity tensor is in the 2D case given by [42, 43]:

$$
\begin{align*}
\overline{\mathbb{C}}=\lambda \mathbf{I} \otimes & \mathbf{I}+\mu \underline{\mathbf{I}} \bar{\otimes} \mathbf{I}+\mathbf{I} \otimes \mathbf{A}+\mathbf{A} \otimes \mathbf{I} \\
& +\mathbf{I} \underline{\otimes} \mathbf{A}+\mathbf{A} \underline{\bar{\otimes}} \mathbf{I}+\mathbb{Z} \tag{13}
\end{align*}
$$

where $\lambda$ and $\mu$ are the Lamé's coefficients, $\mathbf{I}$ is the second-order identity tensor, $\mathbf{A}$ is a traceless symmetric second-order tensor and $\mathbb{Z}$ is a fourth-order completely symmetric traceless tensor. Above, $(\mathbf{A} \underline{\otimes} \mathbf{B})_{i j k l}=\left(A_{i k} B_{j l}+A_{i l} B_{j k}\right)$. Theses different quantities are related to the ODFs $\eta(\theta)$ and $\kappa(\theta)$ as follows [27]:

$$
\begin{equation*}
\lambda=v-u, \quad \mu=u-\frac{v}{2}, \quad \mathbf{A}=\frac{1}{6} \mathbf{V} \tag{14}
\end{equation*}
$$

$$
\begin{align*}
u & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \eta(\theta) d \theta, \quad v=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \kappa(\theta) d \theta,  \tag{15}\\
\mathbf{V} & =\frac{2}{\pi} \int_{-\pi}^{\pi} \eta(\theta) \mathbf{F}(\theta) d \theta, \quad \mathbb{Z}=\frac{8}{\pi} \int_{-\pi}^{\pi} \eta(\theta) \mathbb{F}(\theta) d \theta, \tag{16}
\end{align*}
$$

where $\mathbf{F}(\theta)$ and $\mathbb{F}(\theta)$ denote generalized spherical harmonics. The expressions of $\mathbf{F}$ and $\mathbb{F}$ are provided in Appendix A. The irreducible form of the 3D elasticity tensor and its reconstruction from 3D ODFs are provided in Appendix B.

### 3.2 Harmonic analysis-based damage model

Based on the results recalled above, a general damage model can be constructed by defining two damage ODFs $d(\mathbf{n})$ and $h(\mathbf{n})$ according to:

$$
\left\{\begin{array}{l}
\eta(\mathbf{n}, t)=[1-d(\mathbf{n}, t)] \eta_{0}(\mathbf{n})  \tag{17}\\
\kappa(\mathbf{n}, t)=[1-h(\mathbf{n}, t)] \kappa_{0}(\mathbf{n})
\end{array}\right.
$$

where $\eta(\mathbf{n}, t)$ and $\kappa(\mathbf{n}, t)$ change with respect to a pseudo time $t$ (here associated with a quasi-static load) evolution), and are defined by

$$
\begin{gather*}
\eta(\mathbf{n}, t)=n_{i} n_{j} n_{k} n_{l} \bar{C}_{i j k l}(t),  \tag{18}\\
\kappa(\mathbf{n}, t)=\delta_{i j} n_{k} n_{l} \bar{C}_{i j k l}(t) \tag{19}
\end{gather*}
$$

where $\overline{\mathbb{C}}(t)$ is the damaged elasticity tensor. This damaged elasticity tensor can be evaluated by computational homogenization on a Representative Volume Element (RVE) of a microstructure subjected to a loading evolving with as a function of $t$. The local evolution of damage within the RVE can be computed numerically using crack propagation simulation methods (XFEM [44], nonlocal damage models [45], cohesive elements [46], or phase field [4-8], among many others techniques). In the present work, the phase field method is employed. To avoid overburdening the paper, we report the description of the phase field method e.g. to the review papers $[8,9]$. Then, given a cracked microstructure at time $t$, and using computational homogenization [37], the effective elasticity tensor $\overline{\mathbb{C}}(t)$ can be computed and stored for each time step $t$ (or quasi-static load). The functions $\eta_{0}(\mathbf{n}) \equiv \eta(\mathbf{n}, t=0)$ and $\kappa_{0}(\mathbf{n}) \equiv \kappa(\mathbf{n}, t=0)$ denote the moduli of the undamaged RVE.


Fig. 1 (a) 2D Representative volume element (RVE) and orientation vector $\mathbf{n}$ in polar coordinates; (b) 2D elongation orientation function $\eta(\mathbf{n})(c) 2 \mathrm{D}$ bulk modulus orientation function $\kappa(\mathbf{n})$; (d) 3D RVE and orientation vector $\mathbf{n}$ in spherical coordinates; (e) 3D elongation orientation function $\eta(\mathbf{n})$; (f) 3D bulk modulus orientation function $\kappa(\mathbf{n})$.

Then, given $d(\mathbf{n}, t)$ and $h(\mathbf{n}, t)$ at any time $t$, the elasticity tensor can be fully reconstructed from (17) and (13)-(16) in 2D or (B12)-(B19) in 3D. In a non-classical manner, $d(\mathbf{n}, t)$ and $h(\mathbf{n}, t)$ constitute internal variables, but in the form of continuous surfaces. Obviously, a finite number of scalar variables is preferable. The key idea is to parametrize these functions by using Fourier series (see [47-49]):

$$
\begin{equation*}
f(\mathbf{n})=g+\mathbf{G}: \mathbf{F}(\mathbf{n})+\mathbb{G}:: \mathbb{F}(\mathbf{n})+\ldots, \tag{20}
\end{equation*}
$$

where $g, \mathbf{G}, \mathbb{G}$ denote zero-order, second-order and fourth-order spherical harmonics, respectively, and are specified below for the 2D case and in Appendix C for the 3D case. In (20), $\mathbb{A}:: \mathbb{B}=$ $A_{i j k l} B_{i j k l}$.

Expressing $d(\mathbf{n})$ and $h(\mathbf{n})$ in the form (20), the coefficients of the Fourier series can be used as a finite number of scalar internal variables. This number seems large at first glance. However, using the properties of $\overline{\mathbb{C}}, \mathbf{F}$ and $\mathbb{F}$, it has been shown in [26] and specified in [37] that the total number of independent Fourier coefficients required to reconstruct the elasticity tensor can be reduced to 6 in 2 D and 21 in 3D. In practice, the Fourier series can be truncated to further reduce this number [37].

In 2D, using (20), the expansions of $d$ and $h$ reduce to [27]:

$$
\begin{gather*}
d(\theta, t)=d_{0}(t)+\mathbf{D}(t): \mathbf{F}(\theta)+\mathbb{D}(t):: \mathbb{F}(\theta),  \tag{21}\\
h(\theta, t)=h_{0}(t)+\mathbf{D}(t): \mathbf{F}(\theta), \tag{22}
\end{gather*}
$$

with

$$
\begin{align*}
& d_{0}(t)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} d(\theta, t) d \theta,  \tag{23}\\
& h_{0}(t)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} h(\theta, t) d \theta, \tag{24}
\end{align*}
$$

and

$$
\begin{align*}
& \mathbf{D}=\frac{2}{\pi} \int_{-\pi}^{\pi} d(\theta, t) \mathbf{F}(\theta) d \theta  \tag{25}\\
& \mathbb{D}=\frac{8}{\pi} \int_{-\pi}^{\pi} d(\theta, t) \mathbb{F}(\theta) d \theta \tag{26}
\end{align*}
$$

These coefficients are computed numerically and stored as data for each time step. Then, for a given time $t, \eta(\theta, t)$ and $\kappa(\theta, t)$ can be reconstructed according to (21)-(22) and the elasticity tensor can be reconstructed by (17) and (13)-(16).

At this stage, all coefficients $d_{0}(t), h_{0}(t), \mathbf{D}(t)$ and $\mathbb{D}(t)$ constitute the set of internal variables.

However, the total number of independent internal variables may be reduced to 6 in 2 D due to the symmetry properties of the tensors, as shown in the following. As $\mathbf{D}$ is traceless, then,

$$
\begin{equation*}
D_{22}=-D_{11} . \tag{27}
\end{equation*}
$$

As $\mathbb{D}$ is Completely Symmetric and Traceless (CST) [26] (see (A4)), then,

$$
\begin{gather*}
D_{1122}=-D_{1111}, \quad D_{2222}=D_{1111},  \tag{28}\\
D_{2212}=-D_{1112}, \quad D_{1212}=-D_{1111} \tag{29}
\end{gather*}
$$

Then, a maximum number of 6 independent internal variables is sufficient to describe a general anisotropic 2D damage behavior, which are ordered as follows:

$$
\begin{equation*}
\boldsymbol{\alpha}=\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}, \alpha_{6}\right\} \tag{30}
\end{equation*}
$$

with

$$
\begin{gather*}
\alpha_{1}=d_{0}, \quad \alpha_{2}=h_{0}, \quad \alpha_{3}=D_{11}, \quad \alpha_{4}=D_{12}, \\
\alpha_{5}=D_{1111}, \quad \alpha_{6}=D_{1112} \tag{31}
\end{gather*}
$$

The corresponding 3D formulation is provided in Appendix C.

## 4 Fast evaluation of internal variables in harmonic analysis-based damage model

It is worth noting that given the internal variables $\boldsymbol{\alpha}$, reconstructing the damaged elasticity tensor $\overline{\mathbb{C}}$ from (21)-(26), (17) and then (14) - (16), (13) involves many operations, including costly integral calculations. During on-line computations, it is desired to evaluate efficiently the elasticity tensor, given $\boldsymbol{\alpha}$. To address this issue, a fast procedure is proposed in the present paper, where all linear operators are associated with the abovementioned steps pre-computed. As a result, a linear relationship between $\overline{\mathbb{C}}$ and the internal variables $\boldsymbol{\alpha}$ is provided. The procedure is first
detailed here in the 2D case, using the linear damage model (17).

Using the notations defined in (31), the expansions (21)-(22) can be re-written as:

$$
d(\theta)=\alpha_{1}+\alpha_{3}\left(F_{11}(\theta)-F_{22}(\theta)\right)+2 \alpha_{4} F_{12}(\theta)
$$

$$
\begin{align*}
& +\alpha_{5}\left(F_{1111}(\theta)-2 F_{1122}(\theta)+F_{2222}(\theta)+F_{1212}(\theta)\right) \\
& +\alpha_{6}\left(2 F_{1112}(\theta)-2 F_{2212}(\theta)\right) \tag{32}
\end{align*}
$$

$$
\begin{equation*}
h(\theta)=\alpha_{2}+\alpha_{3}\left(F_{11}(\theta)-F_{22}(\theta)\right)+2 \alpha_{4} F_{12}(\theta) \tag{33}
\end{equation*}
$$

Then, the following compact forms can be adopted:

$$
\begin{equation*}
d(\theta)=\mathbf{V}^{d}(\theta) \cdot \boldsymbol{\alpha}, \quad h(\theta)=\mathbf{V}^{h}(\theta) \cdot \boldsymbol{\alpha} \tag{34}
\end{equation*}
$$

with $\boldsymbol{\alpha}^{T}=\left[\alpha_{1}, \alpha_{2},, \ldots, \alpha_{6}\right]$ and

$$
\mathbf{V}^{d}(\theta)=
$$

$$
=\left[\begin{array}{c}
1  \tag{35}\\
0 \\
F_{11}(\theta)-F_{22}(\theta) \\
2 F_{12}(\theta) \\
F_{1111}(\theta)-2 F_{1122}(\theta)+F_{2222}(\theta)-4 F_{1212}(\theta) \\
4 F_{1112}(\theta)-4 F_{2212}(\theta)
\end{array}\right],
$$

$$
\mathbf{V}^{h}(\theta)=\left[\begin{array}{c}
0  \tag{36}\\
1 \\
F_{11}(\theta)-F_{22}(\theta) \\
2 F_{12}(\theta) \\
0 \\
0
\end{array}\right]
$$

Expressing the ODFs together with the linear model (17), it yields:

$$
\begin{gather*}
u=u^{0}-\mathbf{u}^{d} \cdot \boldsymbol{\alpha}, \quad v=v^{0}-\mathbf{v}^{h} \cdot \boldsymbol{\alpha},  \tag{37}\\
V_{11}=V_{11}^{0}-\mathbf{V}_{11}^{d} \cdot \boldsymbol{\alpha}, \quad V_{12}=V_{12}^{0}-\mathbf{V}_{12}^{d} \cdot \boldsymbol{\alpha}, \tag{38}
\end{gather*}
$$

$Z_{1111}=Z_{1111}^{0}-\mathbf{Z}_{1111}^{d} \cdot \boldsymbol{\alpha}, \quad Z_{1112}=Z_{1112}^{0}-\mathbf{Z}_{1112}^{d} \cdot \boldsymbol{\alpha}$,
with

$$
\begin{gather*}
u^{0}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \eta_{0}(\theta) d \theta,  \tag{43}\\
\mathbf{u}^{d}=\frac{1}{2 \pi}\left(\int_{-\pi}^{\pi} \eta_{0}(\theta) \mathbf{V}^{d}(\theta) d \theta\right),  \tag{40}\\
v^{0}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \kappa_{0}(\theta) d \theta, \\
\mathbf{v}^{h}=\frac{1}{2 \pi}\left(\int_{-\pi}^{\pi} \kappa_{0}(\theta) \mathbf{V}^{h}(\theta) d \theta\right),  \tag{41}\\
V_{11}^{0}=\frac{2}{\pi} \int_{-\pi}^{\pi} \eta_{0}(\theta) F_{11}(\theta) d \theta,  \tag{44}\\
\mathbf{V}_{11}^{d}=\left(\frac{2}{\pi} \int_{-\pi}^{\pi} \eta_{0}(\theta) F_{11}(\theta) \mathbf{V}^{d}(\theta) d \theta\right), \\
\mathbf{V}_{12}^{d}=\left(\frac{2}{\pi} \int_{-\pi}^{\pi} \eta_{0}(\theta) F_{12}(\theta) d \theta,\right.  \tag{45}\\
\left.\eta_{0}(\theta) F_{12}(\theta) \mathbf{V}^{d}(\theta) d \theta\right),  \tag{46}\\
Z_{1111}^{0}=\frac{8}{\pi} \int_{-\pi}^{\pi} \eta_{0}(\theta) F_{1111}(\theta) d \theta, \\
\mathbf{Z}_{1111}^{d}=\left(\frac{8}{\pi} \int_{-\pi}^{\pi} \eta_{0}(\theta) F_{1111}(\theta) \mathbf{V}^{d}(\theta) d \theta\right), \\
Z_{1112}^{0}=\frac{8}{\pi} \int_{-\pi}^{\pi} \eta_{0}(\theta) F_{1112}(\theta) d \theta,  \tag{47}\\
\mathbf{Z}_{1112}^{d}=\left(\frac{8}{\pi} \int_{-\pi}^{\pi} \eta_{0}(\theta) F_{1112}(\theta) \mathbf{V}^{d}(\theta) d \theta\right) .
\end{gather*}
$$

$$
\begin{gathered}
=\left(\frac{1}{2} V_{12}^{0}+Z_{1112}^{0}\right)-\left(\frac{1}{2} \mathbf{V}_{12}^{d}+\mathbf{Z}_{1112}^{d}\right) \cdot \boldsymbol{\alpha} \\
\bar{C}_{2222}=u-V_{11}+Z_{1111}
\end{gathered}
$$

$$
=\left(u^{0}-V_{11}^{0}+Z_{1111}^{0}\right)-\left(\mathbf{u}^{d}-\mathbf{V}_{11}^{d}+\mathbf{Z}_{1111}^{d}\right) \cdot \boldsymbol{\alpha},
$$

$$
\bar{C}_{2212}=\frac{1}{2} V_{12}-Z_{1112}
$$

$$
=\left(\frac{1}{2} V_{12}^{0}-Z_{1112}^{0}\right)-\left(\frac{1}{2} \mathbf{V}_{12}^{d}-\mathbf{Z}_{1112}^{d}\right) \cdot \boldsymbol{\alpha}
$$

$$
\bar{C}_{1212}=u-\frac{1}{2} v-Z_{1111}
$$

$$
=\left(u^{0}-\frac{v^{0}}{2}-Z_{1111}^{0}\right)-\left(\mathbf{u}^{d}-\frac{\mathbf{v}^{h}}{2}-\mathbf{Z}_{1111}^{d}\right) \cdot \boldsymbol{\alpha} .
$$

It is worth noting that the first terms of each components are the initial (undamaged) components of the effective elastic tensor. Then, these terms do not need to be computed as already known. The above form can be re-written as in a matrix form as:

$$
\begin{equation*}
[\overline{\mathbf{C}}(\boldsymbol{\alpha})]=\left[\overline{\mathbf{C}}^{0}\right]-\tilde{\mathbf{C}} \cdot \boldsymbol{\alpha} . \tag{48}
\end{equation*}
$$

In (48) $[\overline{\mathbf{C}}(\boldsymbol{\alpha})]$ is a column vector containing the components of $\overline{\mathbb{C}}(\boldsymbol{\alpha})$ as

$$
[\overline{\mathbf{C}}(\boldsymbol{\alpha})]^{T}=\left[\begin{array}{lll}
C_{1111}(\boldsymbol{\alpha}) ; & C_{1122}(\boldsymbol{\alpha}) ; & C_{1112}(\boldsymbol{\alpha})
\end{array}\right.
$$

$$
\begin{equation*}
\left.C_{2222}(\boldsymbol{\alpha}) ; C_{2212}(\boldsymbol{\alpha}) ; \quad C_{1212}(\boldsymbol{\alpha})\right] \tag{49}
\end{equation*}
$$

and $\tilde{\mathbf{C}}$ is a matrix such that:

$$
\begin{equation*}
\tilde{\mathbf{C}}=\left[\mathbf{C}_{1111}^{T}, \mathbf{C}_{1122}^{T}, \mathbf{C}_{1112}^{T}, \mathbf{C}_{2222}^{T}, \mathbf{C}_{2212}^{T}, \mathbf{C}_{1212}^{T}\right] \tag{50}
\end{equation*}
$$

where $\mathbf{C}_{i j k l}^{T}$ are column vectors, whose specific expressions are given by

$$
\begin{equation*}
\mathbf{C}_{1111}=\mathbf{u}^{d}+\mathbf{V}_{11}^{d}+\mathbf{Z}_{1111}^{d}, \quad \mathbf{C}_{1122}=\mathbf{v}^{h}-\mathbf{u}^{d}-\mathbf{Z}_{1111}^{d}, \tag{51}
\end{equation*}
$$

$\mathbf{C}_{1112}=\frac{1}{2} \mathbf{V}_{12}^{d}+\mathbf{Z}_{1112}^{d}, \quad \mathbf{C}_{2222}=\mathbf{u}^{d}-\mathbf{V}_{11}^{d}+\mathbf{Z}_{1111}^{d}$,
$\mathbf{C}_{2212}=\frac{1}{2} \mathbf{V}_{12}^{d}-\mathbf{Z}_{1112}^{d}, \quad \mathbf{C}_{1212}=\mathbf{u}^{d}-\frac{\mathbf{v}^{h}}{2}-\mathbf{Z}_{1111}^{d}$.
It is then only required to pre-compute the vector quantities $\mathbf{u}^{d}, \mathbf{v}^{h}, \mathbf{V}_{11}^{d}, \mathbf{V}_{12}^{d}, \mathbf{Z}_{1111}^{d}$ and $\mathbf{Z}_{1112}^{d}$.

Note that (48) can be re-written in tensor form as:

$$
\begin{equation*}
\overline{\mathbb{C}}(\boldsymbol{\alpha}(t))=\overline{\mathbb{C}}^{0}-\sum_{k=1}^{N} \overline{\mathbb{C}}^{k} \alpha_{k}(t) \tag{54}
\end{equation*}
$$

where $\overline{\mathbb{C}}^{0}$ is the undamaged elastic tensor and

$$
\begin{equation*}
\overline{\mathbb{C}}^{k}=\int_{\mathcal{S}}\left[\mathbb{K}^{\eta}(\mathbf{n}) \eta_{0}(\mathbf{n})+\mathbb{K}^{\kappa}(\mathbf{n}) \kappa_{0}(\mathbf{n})\right] d \mathcal{S} \tag{55}
\end{equation*}
$$

where $\mathbb{K}^{\eta}(\mathbf{n})$ and $\mathbb{K}^{\kappa}(\mathbf{n})$ are tensors independent of the RVE geometry, and $\mathcal{S}$ is the unit circle in 2D and the unit sphere in 3D (see Fig. 1). Furthermore, we also notice that the tensors $\overline{\mathbb{C}}^{k}$ only depend on the undamaged state of the RVE. In (54), $N$ is the number of terms in the Fourier series. When the series is not truncated, the maximum value is $N=6$ in 2 D and $N=21$ in 3 D .

The full details to extend the above procedure to a 3 D elastic tensor for the linear model is provided in Appendix D.

## 5 Summary of the previous version of the DDHAD method [37]

### 5.1 Off-line calculations: data generation

- Compute $\left[\mathbf{C}^{0}\right]$.
- Apply $P$ loads on the RVE for $n^{p}$ load increments
At each load increment $t_{n}^{p}$ :
- Prescribe boundary conditions on the RVE and solve the crack propagation problem, e.g. using phase field method to fracture.
- Compute and store $\overline{\mathbb{C}}\left(t_{n}^{p}\right)$ by computational homogenization for $n=1,2, \ldots, n^{p}, p=$ $1,2, \ldots, P$.
- For all pre-computed values of $\overline{\mathbb{C}}\left(t_{n}^{p}\right)$, compute the internal variables $\boldsymbol{\alpha}$ as described in section 3.2.
- Select the relevant internal variables $\tilde{\boldsymbol{\alpha}}$ from $\boldsymbol{\alpha}$ by applying an appropriate criterion (see more details in [37]).


### 5.2 On-line calculations

At each load increment $t_{n}^{p}, p=1,2, \ldots, P^{m}$ :

- Update internal variables $\tilde{\boldsymbol{\alpha}}\left(t_{n}^{p}\right)$ from the macro mechanical fields at $t_{n}^{p-1}$ (note that this point remains to be developed, and is reported to future studies).
- Given $\tilde{\boldsymbol{\alpha}}\left(t_{n}^{p}\right)$, evaluate $\overline{\mathbb{C}}\left(t_{n}^{p}\right)$ by integral computations (55) and by (54).
- Solve the mechanical problem $\nabla \cdot\left(\overline{\mathbb{C}}\left(t_{n}^{p}\right): \bar{\varepsilon}\right)+$ $\overline{\mathbf{b}}=0$ in $\bar{\Omega}$.

Above, $\bar{\Omega}$ denotes the macroscopic domain, and $\overline{\mathbf{b}}$ is a body force therm at the macro scale.

## 6 Damage model with reduced internal variables

### 6.1 POD reduction of internal variables

In some situations where a strong anisotropy is present, truncating the Fourier series in (21)-(22) might still lead to a large number of internal variables. To further reduce this number, we propose here to use the Proper Orthogonal Decomposition
(POD) (see e.g. [50-53]) to capture the dominant elements in the internal variables evolution and remove high-order terms by expressing them through a reduced basis.

We define a matrix $\mathbf{Q}$ in which each column corresponds to the vector $\boldsymbol{\alpha}(t)$ at a load increment $t$, and which is obtained by the procedure described in section 3.2 during off-line calculations. Note that the realizations of $\boldsymbol{\alpha}(t)$ along several loading paths can be grouped in the matrix $\mathbf{Q}$. The dimensions of $\mathbf{Q}$ is then $(6 \times R)$ in 2 D and $(21 \times R)$ in 3D, where $R$ is the total number of load increments during the overall set of off-line calculations.

Then, the following eigenvalue problem is solved:

$$
\begin{equation*}
\left(\mathbf{Q Q}^{T}\right) \boldsymbol{\phi}_{k}=\lambda_{k} \boldsymbol{\phi}_{k} \tag{56}
\end{equation*}
$$

where $\boldsymbol{\phi}_{k}$ denotes the eigenvectors and $\lambda_{k}$ denote the corresponding eigenvalues. The $M$ eigenvectors associated with the $M$ highest eigenvalues can be selected according to the criterion:

$$
\begin{equation*}
\frac{\lambda_{i}}{\max \left(\lambda_{i}\right)}<\delta \tag{57}
\end{equation*}
$$

where $\delta$ is a tolerance parameter. We define a matrix $\boldsymbol{\Phi}$ whose columns contain the corresponding $M$ eigenvectors. Its size is $(6 \times M)$ in 2 D and $(21 \times M)$ in 3D. Then, an approximation of $\boldsymbol{\alpha}(t)$ can be obtained as:

$$
\begin{equation*}
\boldsymbol{\alpha}(t)=\boldsymbol{\Phi} \boldsymbol{\beta}(t) \tag{58}
\end{equation*}
$$

where $\boldsymbol{\beta}(t)$ is a $(M \times 1)$ vector of reduced internal variables. Given $\boldsymbol{\alpha}(t)$, the vector $\boldsymbol{\beta}(t)$ can be recovered at each time $t$ by minimizing the distance between $\boldsymbol{\alpha}(t)$ and its approximation in the least square sense, i.e.:

$$
\begin{gather*}
\boldsymbol{\beta}(t)=\operatorname{Argmin}(J), \\
J=(\boldsymbol{\alpha}(t)-\boldsymbol{\Phi} \boldsymbol{\beta}(t)) \cdot(\boldsymbol{\alpha}(t)-\mathbf{\Phi} \boldsymbol{\beta}(t)) \tag{59}
\end{gather*}
$$

or

$$
\begin{equation*}
\frac{\partial J}{\partial \boldsymbol{\beta}(t)}=0 \tag{60}
\end{equation*}
$$

which leads to the following system that must be solved to obtain $\boldsymbol{\beta}(t)$ :

$$
\begin{equation*}
\phi^{T} \boldsymbol{\phi} \boldsymbol{\beta}(t)=\phi^{T} \boldsymbol{\alpha}(t) \tag{61}
\end{equation*}
$$

Finally, using (58) in (48), we obtain the new damage model:

$$
\begin{equation*}
[\overline{\mathbf{C}}(\boldsymbol{\beta})]=\left[\overline{\mathbf{C}}^{0}\right]-\tilde{\mathbf{C}} \cdot \boldsymbol{\Phi} \boldsymbol{\beta} \tag{62}
\end{equation*}
$$

which can also be written in tensor form as:

$$
\begin{equation*}
\overline{\mathbb{C}}=\overline{\mathbb{C}}^{0}-\sum_{m=1}^{M} \hat{\mathbb{C}}^{m} \beta_{m} \tag{63}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{C}_{i j k l}^{m}=\sum_{p} \tilde{C}_{i j k l}^{p} \phi_{m}^{p} \tag{64}
\end{equation*}
$$

### 6.2 Thermodynamics

Using (64), the effective free energy of the material can be expressed by:

$$
\begin{equation*}
\bar{\omega}=\frac{1}{2} \bar{\varepsilon}:\left[\overline{\mathbb{C}}^{0}-\sum_{m=1}^{M} \hat{\mathbb{C}}^{m} \beta_{m}\right]: \overline{\boldsymbol{\varepsilon}}, \tag{65}
\end{equation*}
$$

where $\bar{\varepsilon}$ denotes the macroscopic strain tensor. From the Clausius-Duhem inequality, we have:

$$
\begin{equation*}
\bar{\omega}=\bar{\sigma}: \dot{\varepsilon}-\dot{\bar{\omega}}(\bar{\varepsilon}, \boldsymbol{\beta}) \geq 0 . \tag{66}
\end{equation*}
$$

where $\overline{\boldsymbol{\sigma}}$ is the macroscopic stress, expressed by:

$$
\begin{equation*}
\overline{\boldsymbol{\sigma}}=\frac{\partial \bar{\omega}}{\partial \boldsymbol{\varepsilon}}=\left[\overline{\mathbb{C}}^{0}-\sum_{m=1}^{M} \hat{\mathbb{C}}^{m} \beta_{m}\right]: \overline{\boldsymbol{\varepsilon}} \tag{67}
\end{equation*}
$$

and the rate of dissipated energy as

$$
\begin{equation*}
\bar{\phi}=\mathcal{A} \cdot \boldsymbol{\beta} \geq 0 \tag{68}
\end{equation*}
$$

where the components of the thermodynamic force vector $\mathcal{A}$ associated with the flux vector $\dot{\boldsymbol{\beta}}$ take the remarkable simple form:

$$
\begin{equation*}
\mathcal{A}_{k}=-\frac{\partial \bar{\omega}}{\partial \beta_{k}}=\frac{1}{2} \bar{\varepsilon}: \hat{\mathbb{C}}^{k}: \bar{\varepsilon} . \tag{69}
\end{equation*}
$$

## 7 New version of the DDHAD method: summary

### 7.1 Off-line calculations: data generation

- Compute $\left[\mathbf{C}^{0}\right]$.
- Apply $P$ loads on the RVE for $n^{p}$ load increments
At each load increment $t_{n}^{p}$ :
- Prescribe boundary conditions on the RVE and solve the crack propagation problem, e.g. using phase field method to fracture.
- Compute and store $\overline{\mathbb{C}}\left(t_{n}^{p}\right)$ by computational homogenization for $n=1,2, \ldots, n^{p}, p=$ $1,2, \ldots, P$.
- For all pre-computed values of $\overline{\mathbb{C}}\left(t_{n}^{p}\right)$, compute the internal variables as described in section 3.2 and store them in a matrix $\mathbf{Q}$ as:
$-\mathbf{Q}=\left[\boldsymbol{\alpha}\left(t_{1}^{1}\right), \boldsymbol{\alpha}\left(t_{2}^{1}\right), \ldots, \boldsymbol{\alpha}\left(t_{n^{P}}^{P}\right)\right]$.
- Solve the eigenvalue problem $\mathbf{Q Q}^{T} \boldsymbol{\phi}_{k}=$ $\lambda_{k} \phi_{k}$.
- Select the $M$ relevant eigenvectors from criterion (57) and store them in the matrix $\boldsymbol{\Phi}=\left[\phi_{1}, \phi_{2}, \ldots, \phi_{M}\right]$.
- Compute $\tilde{\mathbf{C}}$ from (49).


### 7.2 On-line calculations

At each load increment $t_{n}^{p}, p=1,2, \ldots, P^{m}$ :

- Update internal variables $\boldsymbol{\beta}\left(t_{n}^{p}\right)$ from the macro mechanical fields at $t_{n}^{p-1}$ (note that this point remains to be developed, and is reported to future studies).
- Given $\boldsymbol{\beta}\left(t_{n}^{p}\right)$, evaluate $\left[\overline{\mathbf{C}}\left(t_{n}^{p}\right)\right]$ by

$$
\left.\left[\overline{\mathbf{C}} t_{n}^{p}\right)\right]=\left[\overline{\mathbf{C}}^{0}\right]-\tilde{\mathbf{C}} \cdot \boldsymbol{\Phi} \boldsymbol{\beta}\left(t_{n}^{p}\right) .
$$

- Solve the mechanical problem $\nabla \cdot\left(\overline{\mathbb{C}}\left(t_{n}^{p}\right): \bar{\varepsilon}\right)+$ $\overline{\mathbf{b}}=0$ in $\bar{\Omega}$.


## 8 Numerical examples

In this section, the proposed method is applied to a 3D RVE problem, as validation test. An RVE associated with a 3D printed lattice structure is considered, whose geometry is depicted in Fig. 2 (a)-(b). The lattice corresponds to a bodycentered cubic lattice. The length of one side of the RVE is $L=1 \mathrm{~mm}$. The lateral bars have square section of width $h=0.1 \mathrm{~mm}$ and the central bars have circular sections with diameters $D=0.1 \mathrm{~mm}$. The RVE is composed of $2 \times 2 \times 2$ unit cells. The corresponding mesh contains 192,000 tetrahedral elements, and is depicted in Fig. 2 (c).

Off-line calculations consist of 3 simulations where the load is applied along each of the principal directions of the 3D frame. More specifically, KUBC boundary conditions $\mathbf{u}(\mathbf{x})=\bar{\varepsilon} \mathbf{x}$ (see e.g. [40]) are prescribed on the boundary $\partial \Omega$ of the

RVE, where $\mathbf{u}$ denotes the displacement vector, x is the position vector, and $\overline{\boldsymbol{\varepsilon}}$ is a macroscopic strain. Three loads are applied independently along the basis vectors $\mathbf{n}_{1}=\mathbf{e}_{1}, \mathbf{n}_{2}=\mathbf{e}_{2}$ and $\mathbf{n}_{3}=\mathbf{e}_{3}$, corresponding to the macroscopic strain fields

$$
\bar{\varepsilon}^{1}=\left[\begin{array}{lll}
\epsilon & 0 & 0  \tag{70}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \bar{\varepsilon}^{2}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & \epsilon & 0 \\
0 & 0 & 0
\end{array}\right], \bar{\varepsilon}^{3}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \epsilon
\end{array}\right],
$$

respectively (see Fig. 2 (b), where $\epsilon$ is a loading parameter. The material parameters are $E=52$ $\mathrm{GPa}, \sigma_{c}=3 \mathrm{Mpa}, \nu=0.3, \psi^{c}=\sigma_{c}^{2} /(2 E)$ (see e.g. [54] for a detailed description of the phase field fracture model and numerical implementation used here), where $E$ denotes Young's modulus, $\nu$ is Poisson's ratio, $\sigma_{c}$ is the critical fracture stress and $\psi^{c}$ is a specific fracture energy per unit volume. The regularization parameter is taken as $\ell=0.04 \mathrm{~mm}$. Along each direction, 60 strain load steps $\Delta \epsilon=2.5 \times 10^{-6}$ are adopted.

The on-line calculations are conducted along three loads, denoted by load A, load B and load C, respectively. Load A is a monotonic load corresponding to a strain prescribed along a normal vector $\mathbf{n}^{A}=\{\sqrt{3} / 2,1 / 2,0\}$, forming an angle $\theta=\pi / 6$ with the x -axis in the $x-y$ plane. The corresponding strain tensor $\overline{\boldsymbol{\varepsilon}}^{A}=\epsilon \mathbf{n}^{A} \otimes \mathbf{n}^{A}$ is given by

$$
\overline{\boldsymbol{\varepsilon}}^{A}(\epsilon)=\epsilon \times\left[\begin{array}{ccc}
3 / 4 & \sqrt{ }(3) / 4 & 0  \tag{71}\\
\sqrt{(3) / 4} & 1 / 4 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

where $\epsilon$ is a loading parameter. The load is prescribed by 60 load increments $\Delta \epsilon=2.5 \times 10^{-6}$. Load B is a more complex load, where the following strain states are reached successively: (i) a 11- traction strain; (ii), combining 11- traction and $12-$ shear strains; (iii) combining 11-, 33 - traction and 12 - shear strains, and finally a 11 - compressive strain. A linear interpolation is performed between the different strain states, starting from zero strain. Each step consists of 15 load increments $\Delta \epsilon=2.5 \times 10^{-6}$. The different strain states are summmarized as follows for load $B$.


Fig. 2 (a) Unit cell defining the lattice structure; (b) RVE composed of $2 \times 2 \times 2$ unit cells; (c) corresponding mesh.

$$
\begin{align*}
{\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] } & \rightarrow \underbrace{\left[\begin{array}{ccc}
0.6 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]}_{11-\text { traction }} \rightarrow \underbrace{\left[\begin{array}{ccc}
0.6 & 0.2 & 0 \\
0.2 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]}_{11 \text { traction }+12-\text { shear }} \\
\rightarrow & \rightarrow \underbrace{[\begin{array}{ccc}
{\left[\begin{array}{ccc}
0.6 & 0.2 & 0 \\
0.2 & 0 & 0 \\
0 & 0 & 0.4
\end{array}\right]}
\end{array} \underbrace{\left[\begin{array}{ccc}
-0.3 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]}_{1-\text { Compression }}}_{11} \tag{72}
\end{align*}
$$

Similarly, Load C also consists of several steps which are described as follows.

$$
\begin{align*}
& {\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] } \rightarrow \underbrace{\left[\begin{array}{ccc}
-0.6 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]}_{11-\text { compression }} \\
& \rightarrow \underbrace{\left[\begin{array}{ccc}
-0.6 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0.8
\end{array}\right]}_{11-\text { compress. }+33-\text { tract. }} \rightarrow \underbrace{\left[\begin{array}{ccc}
-0.6 & 0.3 & 0 \\
0.3 & 0 & 0 \\
0 & 0 & 0.8
\end{array}\right]}_{11-\text { compress. }+33-\text { tract. }+12-s t} \tag{73}
\end{align*}
$$

The first two steps consist of 15 load increments and the last step consists of 30 load increments. All increments have the value $\Delta \epsilon=2.5 \times$ $10^{-6}$.

The evolutions of the 21 internal variables based on the Fourier series defined in Appendix C during the off-line calculations are depicted in Fig. 3, where the evolutions corresponding to the 3 off-line loads are grouped in the same figure.

During the off-line stage, the matrices $\overline{\mathbf{C}}^{0}, \tilde{\mathbf{C}}$ and the reduced basis $\boldsymbol{\Phi}$ (see Eq. (58)) are also computed based on these 3 loads. The evolutions of the 21 internal variables relative to the 3 loads are grouped in a matrix $\mathbf{Q}$ and the POD defined in section 6 is applied. The evolutions of the eigenvalues are depicted in Fig. 4. We note that the eigenvalues quickly drop, indicating that only a few basis vectors are necessary to represent the evolution of the whole set of internal variables. For all 3 loads $\mathrm{A}, \mathrm{B}$ and C , the approximation of the effective elasticity tensor $\overline{\mathbb{C}}$ using the approximation from the Fourier series in (48) is evaluated. For this purpose, several values $N$ of internal variables contained in the vector $\boldsymbol{\alpha}$ (see Eqs. (C45)-(C52)) are used to evaluate the accuracy of the DDHAD approximation. Second, the approximation of $\overline{\mathbb{C}}$ using the reduced variables in Eq. (62) is evaluated by keeping only $M$ basis vectors in $\boldsymbol{\Phi}$ (see section 6.1). In the different examples, only a limited number of components are depicted, for the sake of clarity. Note that in this work, the evolution law for the reduced variables $\boldsymbol{\beta}$ is not studied. To obtain a reference solution, we proceed as follows: (i) the evolution shQfar the reference effective elastic tensor $\overline{\mathbb{C}}(t)$ is evaluated by DNS (Direct Numerical Simulation) using the computational homogenization framework described in section 2 ; (ii) given $\overline{\mathbb{C}}(t)$, the Fourier-based internal variables $\boldsymbol{\alpha}(t)$ are extracted using the procedure described in subsection 3.1; (iii) finally, the reduced internal variables $\boldsymbol{\beta}(t)$ are obtained by the procedure described in section 6.1 , by solving (61).

For illustration, the damage in the RVE at the end of Loads A, B and C is depicted in Fig. 5.


Fig. 3 Evolution of Fourier Series internal variables during the off-line calculations.


Fig. 4 Eigenvalues associated with the reduced basis vectors, with $\lambda_{\max }=\max \left(\lambda_{i}\right)$.

Results are presented in Fig. 6 for the DDHAD model using the Fourier-based internal variables (48) along load A. We can note that to obtain a very accurate representation of all components during the whole loading, at least 10 internal variables are required, even though $N=8$ internal variables provides a reasonable approximation.

In Fig. 7 the DDHAD model (62) using the reduced internal variables is evaluated for Load A. It can be clearly observed that much less internal variables are required for this model to reproduce the reference solution. As $M=3$ internal variables allow a very accurate representation of the reference solution, keeping only $M=2$ still provides a reasonable approximation. We remind that the
present load A, like loads B and C, are new loads, not seen during the off-line stage.

The solution obtained by the DDHDAD damage model using Fourier-based internal variables is despicted in Fig. 8 for Load B. Here again, we can note that between 8 and 10 internal variables are needed here to obtain an accurate solution as compared to DNS. The DDHAD model solution using reduced internal variables is depicted in Fig. 9. Remarkably, only 3 internal variables are again sufficient to represent the induced anisotropy of the elastic tensor in this new configuration, involving complex loading, not seen during ther off-line stage.

Results for Load C are presented in Figs. 10 and 11 for Fourier-based internal variables and reduced variables DDHAD solutions. Similar conclusions can be established as previsously.

For evaluation of integrals in (C28)-(C32), it was found that a uniform discretization of the angular space $[0, \pi] \times[0,2 \pi]$ into $50 \times 100$ integration points was sufficient to reach convergence in the approximation of the effective elasticity tensor evolution. For this discretization, even though the integral calculations are fast, using the precomputed operators as described in Appendix D allows a computational gain ratio of about 20 as compared to the original version of the method.

To conclude, the above examples show that: (i) The DDHAD model involving Fourier-series based internal variables is very accurate, but may require a large number if internal variables in 3D (typically between 8 and 10) to describe the damage of the elastic tensor along complex loads; (ii) the DDHAD model with reduced internal variables requires much less internal variables, and is capable of providing accurate solutions with a few number of internal variables (typically 3 in 3D), and using a few off-line simulations (here three loads along the main directions), even if the on-line simulations involve complex loads, such as combined multi-axial traction, shear or compression.

## 9 Conclusion

A modified version of the so-called DDHAD method (Data-Driven Harmonic Analysis of Damage) has been proposed. The original version of this method uses crack numerical simulations on Representative Volume Elements (RVE) as data


Fig. 5 Damage field in the RVE at the end of the on-line Loads A, B and C, (a), (b) and (c) respectively. Exaggerated deformations are depicted.


Fig. 6 Damage of the elasticity tensor components associated with the RVE in Fig. 2 along Load A. Comparison between Direct Numerical Simulation (reference) and the DDHAD model, using Fourier-based definition of internal variables and different numbers $N$ of terms in the Fourier series.


Fig. 7 Damage of the elasticity tensor components associated with the RVE in Fig. 2 along Load A. Comparison between Direct Numerical Simulation (reference) and the DDHAD model, using reduced internal variables and different numbers $M$ of terms in the POD approximation.
to construct an anisotropic damage model for the corresponding homogenized material. A harmonic analysis-based damage model, employing two Orientation Distribution Functions (ODFs) to describe the anisotropic damage evolution, are identified from the simulation data. The damage ODFs are parametrized using spherical harmonics. In the new version proposed in this paper, two improvements have been proposed. First, the computational costs related to the integrals calculations arising from the Fourier series are drastically reduced by using pre-computed operators. Second, a Reduced Order Model technique based on Proper Orthogonal Decomposition (POD) is applied to reduce the number of internal variables in the formulation. As a result, a compact and simple form of the damage model, able to describe both initial and induced damage anisotropies,
is provided. The proposed approach has been applied to a 3D RVE of a 3D printed lattice structure, exhibiting a strong induced anisotropy. It was shown that the harmonic analysis-based damage model requires a large number of internal variables due to the strong induced anisotropy of the microstructure during its damage. In contrast, the proposed model with reduced internal variables only requires a few internal variables (about 3) for a comparable accuracy. The development of evolution laws for the internal variables in this context remains to be done and will be the topic of a forthcoming study.


Fig. 8 Damage of the elasticity tensor components associated with the RVE in Fig. 2 along Load B. Comparison between Direct Numerical Simulation (reference) and the DDHAD model, using Fourier-based definition of internal variables and different numbers $N$ of terms in the Fourier series.

## Appendix A Appendix: Generalized harmonics

In (20), $\{1, \mathbf{F}, \mathbb{F}\}$ forms a complete orthogonal basis for square-integrable functions on $\mathcal{S}$. Note that the orthogonality of the basis functions $\{1, \mathbf{F}, \mathbb{F}\}$ implies that

$$
\begin{align*}
\int_{\mathcal{S}} \mathbf{F} d S & =\mathbf{0}, \quad \int_{\mathcal{S}} \mathbb{F} d S=\mathbb{O}  \tag{A1}\\
\int_{\mathcal{S}} \mathbf{F} \otimes \mathbb{F} d S & =\int_{\mathcal{S}} \mathbb{F} \otimes \mathbf{F} d S=\mathbb{O}_{6} \tag{A2}
\end{align*}
$$

where $d S=d \theta$ in 2 D and $d S=\sin (\theta) d \theta d \varphi$ in 3D, where $\theta$ and $\varphi$ denote the Euler angle in a
spherical frame (see Fig. 1 (d)). Above, $\mathbb{O}_{6}$ represents the sixth-order zero tensor. Additionally, $\mathbf{F}$ is symmetric and traceless (ST), i.e.

$$
\begin{equation*}
\mathbf{F}^{T}=\mathbf{F}, \quad \operatorname{Tr}(\mathbf{F})=0, \tag{A3}
\end{equation*}
$$

and $\mathbf{F}$ is completely symmetric and traceless (CST), i.e.

$$
\begin{equation*}
\mathbb{F}_{i j k l}=\mathbb{F}_{j i k l}=\mathbb{F}_{k l i j}=\mathbb{F}_{i k j l} \tag{A4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{F}_{i j k k}=0 \tag{A5}
\end{equation*}
$$

## A. 1 2D case

In 2 D ,

$$
\begin{equation*}
n_{1}=\cos (\theta), \quad n_{2}=\sin (\theta) \tag{A6}
\end{equation*}
$$

and


Fig. 9 Damage of the elasticity tensor components associated with the RVE in Fig. 2 along Load B. Comparison between Direct Numerical Simulation (reference) and the DDHAD model, using reduced internal variables and different numbers $M$ of terms in the POD approximation.

$$
\begin{equation*}
\mathbf{F}(\theta)=\mathbf{N}-\frac{1}{2} \mathbf{I} \tag{A7}
\end{equation*}
$$

The fourth-order tensor $\mathbb{F}$ is given in 2D as [27]

$$
\begin{gather*}
\mathbb{F}_{i j k l}(\theta)=n_{i} n_{j} n_{k} n_{l} \\
-\frac{1}{6}\left(\delta_{i j} n_{k} n_{l}+n_{i} n_{j} \delta_{k l}+\delta_{i k} n_{j} n_{l}+\delta_{i l} n_{j} n_{k}\right. \\
\left.+n_{i k} \delta_{j l}+n_{i} n_{l} \delta_{j k}\right) \\
+\frac{1}{24}\left(\delta_{i j} \delta_{k l}+\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \tag{A8}
\end{gather*}
$$

## A. 2 3D case

In 3D, the components of the normal to the unit sphere are expressed as a function of the Euler angles $\theta$ and $\varphi$ in a spherical frame (see Fig. 1 (d)) according to

$$
n 1=\sin (\theta) \cos (\varphi), \quad n 2=\sin (\theta) \sin (\varphi)
$$

$$
\begin{equation*}
n 3=\cos (\theta) \tag{A9}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{F}(\theta, \varphi)=\mathbf{N}-\frac{1}{3} \mathbf{I} \tag{A10}
\end{equation*}
$$

and the fourth-order tensor $\mathbb{F}$ is given by (see e.g. [26])

$$
\mathbb{F}_{i j k l}(\theta, \varphi)=N_{i j} N_{k l}
$$



Fig. 10 Damage of the elasticity tensor components associated with the RVE in Fig. 2 along Load C. Comparison between Direct Numerical Simulation (reference) and the DDHAD model, using Fourier-based definition of internal variables and different numbers $N$ of terms in the Fourier series.

$$
\begin{align*}
&- \frac{1}{7}\left(\delta_{i j} N_{k l}+N_{i j} \delta_{k l}+\delta_{i l} N_{j k}\right. \\
&\left.+N_{i l} \delta_{j k}+\delta_{i k} N_{j l}+N_{i k} \delta_{j l}\right) \\
&+\frac{1}{35}\left(\delta_{i j} \delta_{k l}+\delta_{i l} \delta_{j k}+\delta_{i k} \delta_{j l}\right) \tag{A11}
\end{align*}
$$

## Appendix B Appendix: Reconstruction of the 3 D stiffness tensor from orientation functions

In 3D, the orientation functions can be parameterized by two Euler angles $\theta \in[0 ; \pi], \varphi \in[0 ; 2 \pi]$ (see Fig. 1 (d)), then $\eta(\mathbf{n}) \equiv \eta(\theta, \varphi), \kappa(\mathbf{n}) \equiv$ $\kappa(\theta, \varphi)$. The irreducible form of the elasticity tensor is in that case given by [42, 43, 48]:


Fig. 11 Damage of the elasticity tensor components associated with the RVE in Fig. 2 along Load C. Comparison between Direct Numerical Simulation (reference) and the DDHAD model, using reduced internal variables and different numbers $M$ of terms in the POD approximation.

$$
\begin{equation*}
\mathbb{C}=\lambda \mathbf{I} \otimes \mathbf{I}+\mu \underline{\mathbf{I}} \underline{\bar{\otimes}} \mathbf{I}+\mathbf{I} \otimes \mathbf{A}+\mathbf{A} \otimes \mathbf{I}+\mathbf{I} \underline{\bar{\otimes}} \mathbf{B}+\mathbf{B} \underline{\otimes} \mathbf{I}+\mathbb{Z}, \tag{B15}
\end{equation*}
$$

where $\lambda$ and $\mu$ are the Lamé's coefficients, A and $\mathbf{B}$ are second-order tensors and $\mathbb{Z}$ is a fourth-order tensor. In the 3D case, theses different quantities can be related to the orientation functions $\eta(\theta, \phi)$ and $\kappa(\theta, \phi)$ as follows [26]:

$$
\begin{equation*}
\alpha=\frac{1}{2}(b-a), \quad \beta=\frac{1}{4}(3 a-b), \tag{B13}
\end{equation*}
$$

$$
\begin{equation*}
a=\frac{1}{4 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} \eta(\theta, \varphi) \sin (\theta) d \theta d \varphi, \tag{B12}
\end{equation*}
$$

$$
\begin{equation*}
b=\frac{1}{4 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} \kappa(\theta, \varphi) \sin (\theta) d \theta d \varphi, \tag{B16}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{U}=\frac{15}{8 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} \mathbf{F}(\theta, \varphi) \eta(\theta, \varphi) \sin (\theta) d \theta d \varphi \tag{B17}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{A}=\mathbf{V}-\mathbf{U}, \quad \mathbf{B}=\frac{1}{4}(3 \mathbf{U}-2 \mathbf{V}) \tag{B14}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{V}=\frac{15}{8 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} \mathbf{F}(\theta, \varphi) \kappa(\theta, \varphi) \sin (\theta) d \theta d \varphi, \tag{B18}
\end{equation*}
$$

$$
\begin{equation*}
\mathbb{Z}=\frac{315}{32 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} \mathbb{F}(\theta, \varphi) \eta(\theta, \varphi) \sin (\theta) d \theta d \varphi \tag{B19}
\end{equation*}
$$

A convenient matrix form of the elasticity tensor is introduced as

$$
\begin{equation*}
\overline{\mathbf{C}}=\alpha \mathbf{I}^{1}+\beta \mathbf{I}^{2}+\overline{\mathbf{A}}+\overline{\mathbf{B}}+\mathbf{Z} \tag{B20}
\end{equation*}
$$

with

$$
\mathbf{I}^{1}=\left[\begin{array}{llllll}
1 & 1 & 1 & 0 & 0 & 0  \tag{B21}\\
1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right], \quad \mathbf{I}^{2}=\left[\begin{array}{llllll}
2 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right],
$$

$\overline{\mathbf{A}}=\left[\begin{array}{cccccc}2 A_{11} & \left(A_{11}+A_{22}\right) & \left(A_{11}+A_{33}\right) & A_{12} & A_{13} & A_{23} \\ & 2 A_{22} & \left(A_{22}+A_{33}\right) & A_{12} & A_{13} & A_{23} \\ & & 2 A_{33} & A_{12} & A_{13} & A_{23} \\ & & & 0 & 0 & 0 \\ & & & & 0 & 0 \\ \text { Sym. } & & & & & 0\end{array}\right]$,
and

$$
\overline{\mathbf{B}}=\left[\begin{array}{ccc}
4 B_{11} & 0 & 0  \tag{B22}\\
& 4 B_{22} & 0 \\
& & 4 B_{33} \\
& & \\
\text { Sym. } & & \\
2 B_{12} & 2 B_{13} & \\
& 0 & 2 B_{23} \\
0 & 2 B_{13} & 2 B_{23} \\
\left(B_{11}+B_{22}\right) & B_{23} & B_{13} \\
& \left(B_{11}+B_{22}\right) & B_{12} \\
& & \left(B_{22}+B_{33}\right)
\end{array}\right],
$$

and $\mathbf{Z}$ is the matrix form associated with $\mathbb{Z}$ and is computed by

$$
\begin{equation*}
\mathbf{Z}=\frac{315}{32 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} \hat{\mathbf{F}}(\theta, \varphi) \eta(\theta, \varphi) \sin (\theta) d \theta d \varphi \tag{B24}
\end{equation*}
$$

with

$$
\hat{\mathbf{F}}(\theta, \phi)=\left[\begin{array}{llllll}
F_{1111} & F_{1122} & F_{1133} & F_{1112} & F_{1113} & F_{1123}  \tag{B25}\\
& F_{2222} & F_{2233} & F_{2212} & F_{2213} & F_{2223} \\
& & F_{3333} & F_{3312} & F_{3313} & F_{3323} \\
& & & F_{1212} & F_{1213} & F_{1223} \\
& & & & F_{1313} & F_{1323} \\
\text { Sym. } & & & & F_{2323}
\end{array}\right]
$$

## Appendix C Appendix: 3D formulation of harmonic analysis-based damage model

Similarly, at each time step $t, d(\theta, \varphi, t)$ and $h(\theta, \varphi, t)$ can be computed through (17) and are expanded according to

$$
\begin{align*}
& \quad d(\theta, \varphi) \simeq d_{0}+\mathbf{D}: \mathbf{F}(\theta, \varphi)+\mathbb{D}:: \mathbb{F}(\theta, \varphi),  \tag{C26}\\
&  \tag{C27}\\
& \text { where } \quad h(\theta, \varphi) \simeq h_{0}+\mathbf{H}: \mathbf{F}(\theta, \varphi),
\end{align*}
$$

$$
\begin{equation*}
d_{0}=\frac{1}{4 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} d(\theta, \varphi) \sin (\theta) d \theta d \varphi \tag{C28}
\end{equation*}
$$

$$
\begin{equation*}
h_{0}=\frac{1}{4 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} h(\theta, \varphi) \sin (\theta) d \theta d \varphi, \tag{C29}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{D}=\frac{15}{8 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} d(\theta, \varphi) \mathbf{F}(\theta, \varphi) \sin (\theta) d \theta d \varphi \tag{C30}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{H}=\frac{15}{8 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} h(\theta, \varphi) \mathbf{F}(\theta, \varphi) \sin (\theta) d \theta d \varphi \tag{C31}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{D}=\frac{315}{32 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} d(\theta, \varphi) \mathbb{F}(\theta, \varphi) \sin (\theta) d \theta d \varphi \tag{C32}
\end{equation*}
$$

For a given time $t, \eta(\theta, \varphi, t)$ and $\kappa(\theta, \varphi, t)$ can be reconstructed according to (21)-(22) and (C26)-(C27) and the elasticity tensor can be reconstructed by (B12)-(B19).

Here again, because of the symmetry properties of the different tensors, a maximum of 21 internal variables can be defined as follows.

The tensors $\mathbf{D}$ and $\mathbf{H}$ are traceless. Then,

$$
\begin{equation*}
D_{i i}=0, \quad H_{i i}=0 \tag{C33}
\end{equation*}
$$

The tensors $\mathbf{D}$ and $\mathbf{H}$ then contain 10 independent constants. As $\mathbb{D}$ is completely symmetric, then

$$
\begin{equation*}
D_{i j k l}=D_{j i k l}=D_{i k j l}=D_{i j l k} . \tag{C34}
\end{equation*}
$$

This allows establishing the relationships

$$
\begin{equation*}
D_{1212}=D_{1122}, \quad D_{1213}=D_{1123}, \tag{C35}
\end{equation*}
$$

$$
\begin{equation*}
D_{1223}=D_{2213}, \quad D_{1313}=D_{1133}, \tag{C36}
\end{equation*}
$$

$$
\begin{equation*}
D_{1323}=D_{3312}, \quad D_{2323}=D_{2233} \tag{C37}
\end{equation*}
$$

Then 6 constants can be eliminated amongst the 21 ones contained in $\mathbb{D}$. In addition, $\mathbb{D}$ is traceless, then:

$$
\begin{equation*}
D_{i i k l}=0, \tag{C38}
\end{equation*}
$$

which allows eliminating 6 additional constants according to

$$
\begin{align*}
& D_{3312}=-D_{1112}-D_{2212},  \tag{C39}\\
& D_{3313}=-D_{1113}-D_{2213}, \tag{C40}
\end{align*}
$$

$$
\begin{gather*}
D_{3323}=-D_{1123}-D_{2223},  \tag{C41}\\
D_{1133}=-D_{1111}-D_{1122},  \tag{C42}\\
D_{2233}=-D_{1122}-D_{2222},  \tag{C43}\\
D_{3333}=D_{1111}+D_{2222}+2 D_{1122} \tag{C44}
\end{gather*}
$$

Then, $\mathbb{D}$ can be expressed using only 9 independent constants which are added to the set of internal variables. Finally, a maximum of 21 constants is sufficient to fully define the damage of an arbitrary 3D anisotropic medium. Note that in practice, this number can be much lower, as some internal variables may not play a role, as shown in [37]. For the sake of clarity, we re-name the 21 internal variables as

$$
\begin{equation*}
\alpha_{1}=d_{0}, \quad \alpha_{2}=h_{0} \tag{C45}
\end{equation*}
$$

$$
\begin{equation*}
\alpha_{3}=D_{11}, \quad \alpha_{4}=D_{12}, \quad \alpha_{5}=D_{13}, \tag{C46}
\end{equation*}
$$

$$
\begin{equation*}
\alpha_{6}=D_{22}, \quad \alpha_{7}=D_{23}, \tag{C47}
\end{equation*}
$$

$$
\begin{gather*}
\alpha_{8}=H_{11}, \quad \alpha_{9}=H_{12}, \quad \alpha_{10}=H_{13},  \tag{C48}\\
\alpha_{11}=H_{22}, \quad \alpha_{12}=H_{23},  \tag{C49}\\
\alpha_{13}=D_{1111}, \quad \alpha_{14}=D_{1122}, \quad \alpha_{15}=D_{2222}, \tag{C50}
\end{gather*}
$$

$$
\begin{equation*}
\alpha_{16}=D_{1112}, \quad \alpha_{17}=D_{1113}, \quad \alpha_{18}=D_{1123} \tag{C51}
\end{equation*}
$$

$$
\begin{equation*}
\alpha_{19}=D_{2212}, \quad \alpha_{20}=D_{2213}, \quad \alpha_{21}=D_{2223} \tag{C52}
\end{equation*}
$$

Note that as $\mathbb{Z}$ is completely symmetric and traceless, the same relationships between the components of $\mathbb{Z}$ and the above ones for $\mathbb{D}$ hold, i.e. Eq. (C36)-(C44) can be used by just replacing $D_{i j k l}$ by $Z_{i j k l}$.

## Appendix D Appendix: Fast evaluation of the elasticity tensor in the 3D case

Using the definition (C26) and (C27), the compact form (34) can be adopted with $\boldsymbol{\alpha}^{T}=$ $\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{21}\right]$, then $\mathbf{V}^{d}$ and $\mathbf{V}^{h}$ are defined as follows. To alleviate the notations, we ommit the dependence of $\theta$ and $\varphi$ if no confusion is possible:

$$
\begin{gather*}
\mathbf{V}^{d}= \\
{\left[\begin{array}{c}
1 \\
0 \\
F_{11}-F_{33} \\
2 F_{12} \\
2 F_{13} \\
F_{22}-F_{33} \\
2 F_{23} \\
0 \\
0 \\
0 \\
0 \\
0 \\
F_{1111}+F_{3333}-2 F_{1133}-4 F_{1313} \\
\left(2 F_{3333}+2 F_{1122}-2 F_{1133}-2 F_{2233}\right. \\
\left.+4 F_{1212}-4 F_{1313}-4 F_{2323}\right) \\
F_{2222}+F_{3333}-2 F_{2233}-4 F_{2323} \\
4 F_{1112}-4 F_{3312}-8 F_{1223}-8 F_{1323} \\
4 F_{1113}-4 F_{3313} \\
4 F_{1123}-4 F_{3323}+8 F_{1213} \\
4 F_{2212}-4 F_{3312}-8 F_{1223}-8 F_{1323} \\
-4 F_{3313}+4 F_{2213} \\
4 F_{2223}-4 F_{3323}
\end{array}\right],} \tag{D53}
\end{gather*}
$$

Then from (14)-(16) and (B13)-(B19) we obtain

$$
\begin{gather*}
a=\frac{1}{4 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} \eta_{0}(\theta, \varphi) \sin (\theta) d \theta d \varphi \\
-\left(\frac{1}{4 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} \eta_{0} \mathbf{V}^{d}(\theta, \varphi) \sin (\theta) d \theta d \varphi\right) \cdot \boldsymbol{\alpha} \cdot \boldsymbol{\alpha} \\
=a^{0}-\mathbf{a}^{d} \cdot \boldsymbol{\alpha}  \tag{D55}\\
b=\frac{1}{4 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} \kappa_{0}(\theta, \varphi) \sin (\theta) d \theta d \varphi \\
-\left(\frac{1}{4 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} \kappa_{0} \mathbf{V}^{h}(\theta, \varphi) \sin (\theta) d \theta d \varphi\right) \cdot \boldsymbol{\alpha} \\
=b^{0}-\mathbf{b}^{d} \cdot \boldsymbol{\alpha} \\
U_{p q}=\frac{15}{8 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} F_{p q}(\theta, \varphi) \eta_{0}(\theta, \varphi) \sin (\theta) d \theta d \varphi
\end{gather*}
$$

$$
\begin{array}{rlr}
-\left(\frac{15}{8 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} F_{p q}(\theta, \varphi) \eta_{0} \mathbf{V}^{d}(\theta, \varphi) \sin (\theta) d \theta d \varphi\right) \cdot \boldsymbol{\alpha} & \mathbf{C}_{1111}=\boldsymbol{\gamma}+2 \boldsymbol{\beta}+2 \mathbf{A}_{11}+4 \mathbf{B}_{11}+\mathbf{Z}_{1111} \\
=U_{p q}^{0}-\mathbf{U}_{p q}^{d} \cdot \boldsymbol{\alpha} & \text { (D57) } & \mathbf{C}_{1122}=\boldsymbol{\gamma}+\mathbf{A}_{11}+\mathbf{A}_{22}+\mathbf{Z}_{1122}
\end{array}
$$

$V_{p q}=\frac{15}{8 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} F_{p q}(\theta, \varphi) \kappa_{0}(\theta, \varphi) \sin (\theta) d \theta d \varphi$

$$
\begin{equation*}
\mathbf{C}_{1133}=\gamma-\mathbf{A}_{22}-\mathbf{Z}_{1111}-\mathbf{Z}_{1112} \tag{D65}
\end{equation*}
$$

$$
\begin{gather*}
-\left(\frac{15}{8 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} F_{p q}(\theta, \varphi) \kappa_{0} \mathbf{V}^{h}(\theta, \varphi) \sin (\theta) d \theta d \varphi\right) \cdot \boldsymbol{\alpha} \quad \quad \mathbf{C}_{1112}=\mathbf{A}_{12}+2 \mathbf{B}_{12}+\mathbf{Z}_{1112} \\
=V_{p q}^{0}-\mathbf{V}_{p q}^{d} \cdot \boldsymbol{\alpha}
\end{gather*}
$$

$$
\begin{equation*}
\mathbf{C}_{1113}=\mathbf{A}_{13}+2 \mathbf{B}_{13}+\mathbf{Z}_{1113} \tag{D67}
\end{equation*}
$$

$Z_{p q r s}=\frac{315}{32 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} F_{p q r s}(\theta, \varphi) \eta_{0}(\theta, \varphi) \sin (\theta) d \theta d \varphi$

$$
\begin{equation*}
\mathbf{C}_{1123}=\mathbf{A}_{23}+\mathbf{Z}_{1123} \tag{D68}
\end{equation*}
$$

$$
\begin{equation*}
-\left(\frac{315}{32 \pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2 \pi} F_{p q r s}(\theta, \varphi) \eta_{0} \mathbf{V}^{d}(\theta, \varphi) \sin (\theta) d \theta d \varphi\right) \cdot \boldsymbol{\alpha} \quad \mathbf{C}_{2222}=\boldsymbol{\gamma}+2 \boldsymbol{\beta}+2 \mathbf{A}_{22}+4 \mathbf{B}_{22}+\mathbf{Z}_{2222} \tag{D69}
\end{equation*}
$$

$$
\begin{equation*}
=V_{p q r s}^{0}-\mathbf{V}_{p q r s}^{d} \cdot \boldsymbol{\alpha} \tag{D59}
\end{equation*}
$$

Similarly as in the 2D case, the tensor can be written in the form

$$
\begin{equation*}
[\overline{\mathbf{C}}(\boldsymbol{\alpha})]=\left[\overline{\mathbf{C}}^{0}\right]-\tilde{\mathbf{C}} \cdot \boldsymbol{\alpha} \tag{D60}
\end{equation*}
$$

where $[\overline{\mathbf{C}}(\boldsymbol{\alpha})]$ is a vector containing the components of $\overline{\mathbb{C}}(\boldsymbol{\alpha})$ as
$[\overline{\mathbf{C}}(\boldsymbol{\alpha})]^{T}=\left[\bar{C}_{1111}(\boldsymbol{\alpha}) ; \bar{C}_{1122}(\boldsymbol{\alpha}) ; \bar{C}_{1133}(\boldsymbol{\alpha}) ; \ldots\right.$

$$
\begin{equation*}
\mathbf{C}_{2223}=\mathbf{A}_{23}+2 \mathbf{B}_{23}+\mathbf{Z}_{2223} \tag{D73}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{C}_{2233}=\gamma-\mathbf{A}_{11}-\mathbf{Z}_{1122}-\mathbf{Z}_{2222} \tag{D70}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{C}_{2212}=\mathbf{A}_{12}+2 \mathbf{B}_{12}+\mathbf{Z}_{2212} \tag{D71}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{C}_{2213}=\mathbf{A}_{13}+\mathbf{Z}_{2213} \tag{D72}
\end{equation*}
$$

$$
\begin{equation*}
\left.\bar{C}_{1212}(\boldsymbol{\alpha}) ; \bar{C}_{1223}(\boldsymbol{\alpha}) ; \bar{C}_{2323}(\boldsymbol{\alpha}),\right] \tag{D61}
\end{equation*}
$$

and $\tilde{\mathbf{C}}$ is a matrix with the vectors $\mathbf{C}_{i j k l}$ as columns as

$$
\mathbf{C}_{3333}=\boldsymbol{\gamma}+2 \boldsymbol{\beta}-2\left(\mathbf{A}_{11}+\mathbf{A}_{22}\right)
$$

$$
\tilde{\mathbf{C}}=\left[\begin{array}{llllll}
\mathbf{C}_{1111}^{T} & \mathbf{C}_{1122}^{T} & \mathbf{C}_{1133}^{T} \ldots & \mathbf{C}_{1212}^{T} & \mathbf{C}_{1223}^{T} & \mathbf{C}_{2323}^{T} \tag{D62}
\end{array}\right]
$$

where the different vectors $\mathbf{C}_{i j k l}$ are obtained from (B20) and Eqs. (C36)-(C44) as:

$$
\begin{gather*}
\mathbf{C}_{3313}=\mathbf{A}_{13}+2 \mathbf{B}_{13}-\mathbf{Z}_{1113}-\mathbf{Z}_{2213} \\
\mathbf{C}_{3323}=\mathbf{A}_{23}+\mathbf{B}_{23}-\mathbf{Z}_{1123}-\mathbf{Z}_{2223}  \tag{D77}\\
\mathbf{C}_{1212}=\boldsymbol{\beta}+\left(\mathbf{B}_{11}+\mathbf{B}_{22}\right)+\mathbf{Z}_{1122} \\
\mathbf{C}_{1213}=\mathbf{B}_{23}+\mathbf{Z}_{1123} \\
\mathbf{C}_{1223}=\mathbf{B}_{13}+\mathbf{Z}_{2213}
\end{gather*}
$$

$$
\begin{equation*}
\mathbf{C}_{1313}=\boldsymbol{\beta}+\left(\mathbf{B}_{11}+\mathbf{B}_{22}\right)-\mathbf{Z}_{1111}-\mathbf{Z}_{1122} \tag{D81}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{C}_{2323}=\boldsymbol{\beta}-\mathbf{B}_{11}-\mathbf{Z}_{1122}-\mathbf{Z}_{2222} \tag{D83}
\end{equation*}
$$

and

$$
\begin{gather*}
\gamma=\frac{1}{2}(\mathbf{b}-\mathbf{a}), \boldsymbol{\beta}=\frac{1}{4}(3 \mathbf{a}-\mathbf{b})  \tag{D84}\\
\mathbf{a}=\mathbf{V}-\mathbf{U}, \quad \mathbf{B}=\frac{1}{4}(3 \mathbf{U}-2 \mathbf{V}) . \tag{D85}
\end{gather*}
$$
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