
HAL Id: hal-04023966
https://univ-eiffel.hal.science/hal-04023966v1

Submitted on 30 Jul 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial - NoDerivatives 4.0
International License

Uncertainty-Based Calibration Method for
Environmental Sensors-Application to Chlorine and pH

Monitoring With Carbon Nanotube Sensor Array
Guillaume Perrin, Berengere Lebental

To cite this version:
Guillaume Perrin, Berengere Lebental. Uncertainty-Based Calibration Method for Environmental
Sensors-Application to Chlorine and pH Monitoring With Carbon Nanotube Sensor Array. IEEE
Sensors Journal, 2023, 23 (5), pp.5146-5155. �10.1109/JSEN.2023.3238900�. �hal-04023966�

https://univ-eiffel.hal.science/hal-04023966v1
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://hal.archives-ouvertes.fr


IEEE SENSORS JOURNAL, VOL. XX, NO. XX, XXXX 2017 1

Uncertainty-based calibration method for
environmental sensors - application to chlorine

and pH monitoring with carbon nanotube sensor
array

Guillaume Perrin and Bérengère Lebental

Abstract— Societal demands in the field of air and water pollu-
tion monitoring require the ability to simultaneously detect a wide
variety of chemical elements at very low concentrations in com-
plex environments using compact and low-cost sensor devices.
Although nanomaterial-based sensors have long been proposed
as a solution to these exacting requirements, their detection ac-
curacy is generally degraded in real-world conditions compared
to laboratory conditions due to the effects of various interferents.
To manage the related uncertainties and to associate a confidence
to the estimations, it seems natural to formulate the calibration-
estimation problem in a probabilistic framework. This probabilistic
formulation, and its successful application to the monitoring of pH
and active chlorine in drinking water, are the main contributions of this work. While other tested calibration methods
only allowed the monitoring of active chlorine, our solution enables monitoring of both active chlorine and pH with
uncertainties on par with the measurement uncertainties. Its success relies mainly on two adaptations of standard
calibration methods: the consideration of measurement errors on reference calibration instruments (and not only on
the sensor outputs as is more often done), and the introduction of two sources of model error, one accounting for the
approximate character of the calibration model, the other for unmeasured - and possibly unknown - interferents in the
calibration environment.

Index Terms— Uncertainty quantification, sensor calibration, carbon nanotubes, drink water monitoring.

I. INTRODUCTION

WATER (and air) quality has become a major public health issue
[8]. An increasing number of cities are therefore interested in
deploying technologies that will allow them to better monitor
water pollution, and then limit it as much as possible. Tradi-
tionally, the concentrations of a reduced number of selected
pollutants are measured in near real-time by a small number of
high-accuracy monitoring stations located at strategic points.
While these systems have a tremendous impact nowadays (for
instance to manage city-wide pollution alerts or pollution-
reduction policies), due to their distance from each other
(because of their high cost), these stations do not allow to map
contaminants in a localized way, nor to identify their sources.
At the level of urban water networks, monitoring water quality
at higher spatial resolution monitoring could for instance
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enable a faster detection of chemical contamination events in
the network. This status strongly drives the development of
compact and low-cost solutions that can be deployed discreetly
in large numbers in urban area [16]. Nanomaterial-based
sensors [33], [34] have long been proposed as a solution to this
need for environmental monitoring, among which particularly
carbon nanotubes [26]. It is generally thought that, due to
their high surface over volume ratio, nanomaterials are more
sensitive to chemicals than their bulk counterpart, and their
selectivity can be enhanced through chemical engineering. In
addition, they can be shaped into small devices (from cm2 to
µm2), which offers the possibility to implement them in the
context of environmental sensor networks or even further to
develop chemical sensor arrays (often called electronic tongues
or noses) enabling multiparameter sensing on chip [37]. The
specifics of operation and sensitivity of such devices widely
vary across the literature depending on the selected trans-
duction mode and nanomaterial; in Section IV, we illustrates
briefly a possible operation mode in the case of multiplexed
carbon nanotube sensors chemistors. As a detrimental corol-
lary, they often suffer from high noise, strong sensitivity to
environmental perturbations (temperature, humidity, chemical
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interferents) and rapid ageing (characterized by drift).
Like any sensor, they must first be calibrated in a controlled
environment as close as possible to the conditions encountered
during deployment [1], [14]. The objective of this calibration
phase is to identify the dependence between sensor response
and pollutant concentrations. The identified model is then
used during the deployment phase to determine pollutant
concentrations based on the real-time sensor response.
Calibration is done most often through the introduction of
a parametric model, whose complexity, i.e. the number of
parameters on which the model depend, can strongly vary ac-
cording to the applications [4], [6], [7], [19]. For nanomaterial-
based sensors however, the definition of this model is a
particularly challenging step, as they are likely to be sensitive
to many more influence factors than traditional sensors. This
is all the more true when considering sensor array approaches
which are targeting multiple outputs. This difficulty is re-
flected in the increasing use of machine learning techniques
for these systems [18], [23], [36], as they generally do not
require the explanation of all the physical chemistry of the
system via a mathematical model (see for instance [30] for a
comparison between linear model-based and neural network
based calibration). It should be noted that the very interesting
generalization capacity of these techniques is most often based
on the introduction of a very large number of parameters to be
identified. Hence, proposing adapted regularization techniques
to avoid overfitting is a central issue. Despite the use of
these regularization techniques, in the case where only reduced
volumes of data are available (which commonly happens in
lab calibration activities), it often appears that only methods
relying on a very small number of parameters are performing
well. Among the techniques relying on few parameters, we
focus here specifically on Gaussian process regression (GPR),
as is done in [2], [17], [22], whose interest is also to associate
a confidence level to the predictions it provides.
In the small data context, it is moreover essential to take
into account all the uncertainties related to the experimental
acquisitions of the data. This is particularly important for
nanomaterial-based sensors, where significant measurement
uncertainties are present in the sensor outputs, but also for
environment monitoring, as the target pollutant concentrations
are often close to the limit of detection of the instruments.
Probabilistic or Bayesian approaches are therefore particularly
attractive, as they offer a theoretical framework integrating
all these uncertainties in a very natural way [3], [31]. Com-
pared to other calibration approaches, their outputs are more
informative: they provide not only the estimation of pollutant
concentrations based on sensor outputs, but also the probability
distribution of these concentrations, from which it is possible
to extract one (or more) probable value and credibility intervals
[9], [11], [15], [32]. These methods also offer the possibility
to consider a priori expertise as well as a model error. Rarely
introduced in the literature, the explicit integration of model
error allows to account for incomplete knowledge of the sensor
operating law.
Thus, the objective of this paper is to describe a Bayesian
methodology for sensor calibration in a small data context
which takes into account all the sources of uncertainty that

can affect the results. The proposed method differs from the
literature by its exhaustive treatment of experimental uncer-
tainties as well as by the introduction of two terms for the
model error. Indeed, while only uncertainties on sensor outputs
are usually considered in sensor calibration phases, we will
first show how to rigorously integrate into a GPR formalism
the measurement uncertainties on all environmental quantities
impacting sensor outputs. We will then show to what extent
this GPR formalism can be extended to incorporate a model
error that allows to represent not only the imperfect knowledge
of the sensor calibration model, but also the potential presence
of unknown influence factors. The significance, in terms of
estimation accuracy, of these two contributions will first be
illustrated on a test case based on simulated data, then on
an experimental dataset generated by an array of carbon
nanotube-based chemistors designed to monitor pH and active
chlorine in drinking water.
The outline of this work is as follows: Section II presents
the Bayesian formalism of sensor calibration and estimation
we propose. Then, Section III highlights the interest of the
proposed method on simulated data, while Section IV presents
the application in water quality analysis. At last, Section V
concludes the paper.

II. THEORETICAL FRAMEWORK

A. Notations and available information

Let t be the time, x(t) ∈ X ⊂ Rdx be the vector gathering
the concentrations of the dx pollutants to monitor, y(t) ∈
Y ⊂ Rdy be the vector gathering the dy sensor outputs, and
z(t) ∈ Z ⊂ Rdz be the vector gathering the dz environment
characteristics that are likely to affect the sensor outputs (such
as temperature or relative humidity [13], [35]). For simplicity
reasons, we only focus on the monitoring of x at discrete times
ti, and we forget about the intermediate times. We therefore
denote by (xi, zi,yi) the true value of (x, z,y) at t = ti. It
is also assumed that the response time of the sensors is small
compared to the time intervals between two measurements, as
well as to the characteristic times of evolution of the pollutant
concentrations. From a practical point of view, this amounts
to assuming that each observation has waited long enough for
the sensor response to stabilize, and that the value of yi only
depends on the value of x and z at time t = ti (and not at
the previous times). While the observed values of (zi,yi) are
assumed to be available at all times, it is however important
to notice that the measurements of x are only available in a
finite (and often reduced) number of times noted t = tik , with
1 ≤ k ≤ n. Given this formalism, we generally call sensor
calibration the step of identifying a relation between xi, zi,yi

from the information gathered in

Dn := {(xobs
ik

, zobs
ik

,yobs
ik

), 1 ≤ k ≤ n},

xobs
i := xi + εxi , zobs

i := zi + εzi , yobs
i := yi + εyi , (1)

where (xobs
ik

, zobs
ik

,yobs
ik

) is the measurement of (xik , zik ,yik
).

And we call estimation the step of estimating the value of xi
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from this learned relation and the observation (zobs
i ,yobs

i ) of
(zi,yi) alone.

B. Specificity of the problem
Let εxi , ε

z
i , ε

y
i be the measurement errors, such that:

xobs
i := xi + εxi , zobs

i := zi + εzi , yobs
i := yi + εyi . (2)

The relation between (x, z,y) is moreover written under the
form

yi = f(xi, zi) + ζi, (3)

where f is an unknown function, and ζi is a model error
aggregating the potential effects on yi of other quantities not
listed in xi and zi. Combining Eqs. (2) and (3), we obtain
n + 1 equations allowing to make a connection between xi,
zobs
i , yobs

i , and the n triplets in Dn:

yobs
i = f(xi, z

obs
i − εzi ) + εyi + ζi, (4)

yobs
ik

= f(xobs
ik

− εxik , z
obs
ik

− εzik) + εyik + ζik
. (5)

The specificity of the formalism presented in this work lies
in the fact that for the targeted applications (in particular
the calibration of chemical nanosensors), the measurement
uncertainties on x and z are not negligible (because of
experimental constraints), and that the knowledge of x and z
does not allow to completely predict y (because of unknown
or not-measured interferents), hence the very important role
of the term ζi. The calibration and estimation steps are thus
impacted by many sources of uncertainty: while the statistical
properties of the measurement errors are generally provided,
the choice of (f , ζi) from the data is often not trivial.
To account for the different sources of uncertainty affecting the
calibration and estimation problems, a Bayesian framework is
proposed [20]. It amounts to assuming that the value to be
estimated, xi, the measurement errors, the model error ζi,
but also the function f can be modeled by random quantities
in order to account for their uncertain nature. Estimating the
value of xi in a Bayesian formalism requires first to introduce
prior distributions for all these random quantities, and then
to characterize as well as possible the statistical distribution
of xi given the information provided by zobs

i , yobs
i , and Dn.

Proposing an a priori for xi is particularly interesting in a
small data framework, as a priori knowledge often tends to
prevent overfitting, to regularize the inversion problem, and to
guide its solving to the most relevant areas.

C. Definition of the a priori models
For the sake of simplicity, the model errors and the mea-
surement errors are assumed to be centered and Gaussian.
There is very little loss in generality: a transformation of the
inputs can be applied to make the errors Gaussian-like if the
assumption is not verified. We note C

(i)
ζ , C(i)

x , C(i)
z and C(i)

y

their respective covariance matrices. While the values of C(i)
x ,

C(i)
z and C(i)

y are usually provided, the covariance matrices

of the model error are a priori unknown. A gaussian prior is
also associated with function f , which amounts to assuming
that the sensor outputs can be seen as a particular realization
of a vector-valued Gaussian process,

f ∼ GP(µ(θ),C(θ)), (6)

whose mean function, µ, and covariance function, C, are
assumed to be parameterized by a vector θ to be determined
from the data. There are several reasons for choosing to
use the Gaussian process regression (GPR) formalism for
modeling f . First of all, we underline its flexibility and
its very good properties for the approximation of functions
defined on relatively low dimensional input spaces [28], [29].
Then, choosing f as Gaussian when all the other sources
of uncertainty are also assumed to be Gaussian makes it
possible to carry out in an analytical way a large part of the
statistical treatments. Finally, we note that modeling f as a
Gaussian process in the calibration-estimation process allows
to integrate in a natural way the necessarily approximate
character of the relation between x, z and y.
In order to make the input/output model identifiable, it is also
assumed that the model errors are pair-wise independent, while
having the same statistical properties,

E
[
ζiζ

T
j

]
= δijCζ , (7)

where E [·] is the mathematical expectation, and δij is the
Kronecker symbol equal to 1 if i = j and 0 otherwise. It is also
assumed that these model errors are statistically independent
of the Gaussian process f .

D. Bayesian inversion

Given values for θ and Cζ , predicting xi amounts to searching
the conditional distribution (also called posterior distribution)
of xi | zobs

i ,yobs
i ,Dn (the vertical bar indicates the condition-

ing). To simplify the notations of the expressions to come,
we abusively denote by π(a) the probability density function
(PDF) of any random vector a taking the value a. Noting that
xi is a priori independent of Dn and zobs

i , the Bayes formula
tells us that the law of xi knowing (zobs

i ,yobs
i ,Dn) can be

decomposed as:

π(xi|zobs
i ,yobs

i ,Dn) ∝ π(xi)× π(yobs
i |xi, z

obs
i ,Dn), (8)

where ∝ indicates a proportional relationship, π(xi) is the
a priori PDF of xi, which is assumed to be known from
expert judgment, and π(yi|zobs

i ,yobs
i ,Dn) is the likelihood

function. For example, if the only a priori information on
each component of xi is a minimum and a maximum value,
uniform laws on this admissible interval can be chosen as a
priori PDF (see [20] for more details).
Concerning the likelihood function, it is however generally too
difficult to work directly with the input/output models given by
Eqs. (4) and (5), which are known as error-in-variables (ERI)
models in the statistics [5], [21]. Indeed, as εxik , εzik and εzi are
random, even if f is Gaussian, there is no reason for yobs

ik
or
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yobs
i to be Gaussian (on the contrary, their probability distribu-

tions are generally not computable due to the compositions).
As an extension of what is shown in [12], a possible way
to circumvent this problem is to replace f(xobs

ik
− εxik , z

obs
ik

−
εzik) and f(xi, z

obs
i − εzi ) by g(xobs

ik
, zobs

ik
;C(ik)

x ,C(ik)
z ) and

g(xi, z
obs
i ;0,C(i)

z ) respectively, where g is a Gaussian process
whose mean and covariance functions are the same than the
ones of the (non-Gaussian) second order Taylor expansion
of f around the available observations (see [25] for more
details). Note that we are trying here to assess the noiseless
value of xi. This explains the presence of a zero covariance
matrix on x in the second expression of g. Thanks to this
approximation, the distribution of (yobs

i ,yobs
i1

, . . . ,yobs
in

) is this
time Gaussian, and it is possible to derive explicitly the likeli-
hood function π(yobs

i |xi, z
obs
i ,Dn) by Gaussian conditioning.

Looking at Eq. (8), now that we have explicit expressions for
π(yobs

i |xi, z
obs
i ,Dn) and π(xi), it is possible to evaluate, to an

unknown multiplicative constant, the PDF of xi|zobs
i ,yobs

i ,Dn

in any point of X. The fact that the multiplicative constant is
not known complicates the manipulation of this PDF. Indeed,
without this constant, the evaluation of the a posteriori PDF in
a particular value x⋆

i of X does not make it possible to charac-
terise the likelihood of x⋆

i in the absolute, but simply to specify
its greater or lesser likelihood in relation to other values of
xi that were already evaluated. One way to circumvent this
problem, which is the basis of the Markov Chain Monte Carlo
(MCMC) methods, is to construct a Markov chain that has the
desired distribution as its equilibrium distribution. Hence, by
recording the states from the chain once it has converged, we
can generate a set of m points x(1)

i , . . . ,x
(m)
i that are approx-

imately distributed according to the PDF of xi|zobs
i ,yobs

i ,Dn.
In the following, standard Metropolis-Hastings algorithms (see
[27] for more details) will be used to simulate Markov chains
such that the stationary distributions of the chains coincide
with the target distributions. Kernel-based methods (see [24]
for more details) can finally be used to approximate the PDF
of xi|zobs

i ,yobs
i ,Dn from these points.

According to this formalism, we can distinguish two contri-
butions to the estimation uncertainty: the uncertainty linked
to the residual variance of the conditioned Gaussian process,
which could potentially be reduced by increasing the number
of observations of (x, z,y), and the model uncertainty linked
to the nature of the approximation class (e.g. the choice of
a Gaussian process to describe the input-output relationship,
with specific forms for the mean and covariance functions).
Without modification of the approximation class, this latter
can hardly be reduced.

E. Offline versus online computational cost

The previous formalism requires the knowledge of θ (to
derive the mean and covariance functions of the Gaussian
process f ) and Cζ (for the model errors). As the probability
distribution of (yobs

i1
, . . . ,yobs

in
) knowing θ and Cζ is Gaussian,

the likelihood function is explicit, so that we can estimate
these quantities by their maximum likelihood estimators. We
can thus distinguish two costs for the monitoring of the
concentration of the pollutants of interest at time ti. We

call offline cost the computational cost associated with the
processing of the measurements gathered in Dn, i.e., the
estimation of θ and Cζ , which we perform once and for
all. On the contrary, we call online cost the computational
cost associated with the generation of the x

(1)
i , . . . ,x

(m)
i using

sampling procedures for each ti.

Remark: The results presented in the following sections are
all from dedicated developments using the R software.

III. APPLICATION ON SIMULATED DATA

The objective of this analytical case (see Appendix A for
details) is to allow, in a perfectly controlled environment, to
validate the performances of the main features needed for the
nanosensor test case presented in Section V, namely:

• the non-linear relationships between x, z, and y,
• the presence of threshold phenomena (the sensitivities

of the sensors may be very different at low or high
concentration of pollutants, due to saturation effects for
example),

• the presence of unmeasured interferents in the measure-
ment environment,

• the presence of non-negligible measurement uncertainties
on y, but also on x and z,

• form and coefficients of the calibration model relatively
similar between the different sensors due to similar man-
ufacturing processes.

For the sake of brevity, we restrict ourselves to the case where
dx = dz = dy = 2 and n = 100, but additional results are
provided in Appendix B.

A. Performance metrics
In order to evaluate the relevance of the estimations, several
indicators are calculated. According to Section II-D, for each
value of i in

I test := {1, . . . , 2000}\{i1, . . . , in},
we calculate the PDF of xi|zobs

i ,yobs
i ,Dn, from which we

extract mainly two types of information:
• the most likely value of xi, i.e. the value of x maximizing

its PDF, which is denoted by xMAP
i , from which a

normalized mean square error is calculated:

e2 :=
∑
i∈I test

∥∥xi − xMAP
i

∥∥2 / ∑
i∈I test

∥xi∥2 , (9)

• the 95% credible intervals for each component of
xi|zobs

i ,yobs
i ,Dn. Two quantities of interest are then de-

duced from these credible intervals: the percentages %0.95
1

and %0.95
2 of true values of (xi)1 and (xi)2 belonging

to these confidence intervals, and their lengths L0.95
1 and

L0.95
2 . Indeed, a monitoring method is considered relevant

if the true value falls into the confidence intervals and
if the confidence intervals have relevant dimensions, i.e.
they are neither too large to remain informative, nor too
small to keep enough chances to include the true values.
The values of L0.95

1 and L0.95
2 should be compared to the

length of the definition intervals of x1 and x2, which is
10 in each case.
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B. Analysis of the results

To underline the importance of taking into account the mea-
surement uncertainties on x and z, as well as the introduction
of a double model error, the performances of several calibra-
tion strategies of increasing complexity are now compared.
It is important to note that all the methods compared in
the following are based on a Bayesian framework. Only the
parametric classes in which the input-output relationships for
the sensors will be sought vary, as well as the addition or not
of Model Error (ME) or the consideration of measurement
Uncertainties on the Inputs (IU).

• SLR (Simple Linear Regression) is the case when we
assume an input-output relationship of the form:

(yi)j = bj0 +
∑dx

ℓ=1 b
x,j
ℓ (xi)ℓ +

∑dz

ℓ=1 b
z,j
ℓ (zi)ℓ,

xobs
i = xi, zobs

i = zi, yobs
i = yi + εyi .

(10)

In that case, the uncertainties in the inputs are neglected,
and a particularly simple relationship is postulated for
the input-output relationship. Although this expression is
very likely to be imperfect, no model error is introduced
here. The uncertainty in the estimate of xi then depends
only on the output measurement uncertainties, as well
as the uncertainties in the estimation of the coefficients
(bj0, b

x,j
ℓ , bz,jℓ ). This configuration is expected to have dif-

ficulties in correctly estimating pollutant concentrations,
but will serve as a reference, in the sense that it will take
into account the least number of sources of uncertainty.

• SLR+ME (Simple Linear Regression + Model Error) is
the case when the uncertainties on the inputs are again
neglected and the input-output relationship is also defined
by a simple linear regression, but considering this time
an additive model uncertainty ζ with components that are
independent of each other.

• GLR+ME and GLR+ME+IU (Generalized Linear Re-
gression + Model Error + Input Uncertainty) are the
cases when the input-output relationship is modeled by a
generalized linear regression, that is to say a polynomial
function with optimized polynomial degrees, and when
an additive model error term is considered. In order to
evaluate the impact of considering the uncertainties on the
inputs, they are accounted for in the model GLR+ME+IU
(but not in GLR+ME).

• GPR+ME and GPR+ME+IU (Gaussian Process Regres-
sion + Model Error + Input Uncertainty) are the cases
where the input-output relationship is this time modeled
from a Gaussian process, as described in Section II-B.
In both cases, a linear mean function is considered, the
covariance functions are chosen in the class of Matern-
5/2 covariance functions (see [29] for alternative classes
of covariance functions), and the different sensor outputs
are assumed to be statistically independent. As previ-
sously, the input uncertainties are taken into account in
GPR+ME+IU, but not in GPR+ME.

Table I compares the performance metrics of the different
methods. We can first note the very low relevance of the
SLR method, which, by neglecting the various sources of

Method e2(%) %0.95
1 %0.95

2 L0.95
1 L0.95

2
SLR 3.13 0.09 0.21 0.22 1.74

SLR+ME 3.16 0.97 0.93 8.22 3
GLR+ME 2.32 0.97 0.87 4.53 2.99

GLR+ME+IU 2.00 0.97 0.96 3.3 2.17
GPR+ME 0.36 0.98 1 2.31 2.26

GPR+ME+IU 0.26 0.93 0.97 1.26 1.22

TABLE I
COMPARATIVE PERFORMANCE FOR DIFFERENT CALIBRATION

METHODS, FOR n = 200, dy = 2. CALIBRATION METHODS ARE

DESCRIBED IN SECTION III-B AND PERFORMANCE METRICS IN SECTION

III-A.

uncertainty, misleads us (high value of e2) and leads us to
overconfidence in areas that in reality have little chance of
containing the true value (too small values for L0.95

1 and L0.95
2 ,

and therefore values of %0.95
1 and %0.95

2 well below 0.95).
Considering a model error obviously improves the results: the
values of %0.95

1 and %0.95
2 are now close to (or even above)

0.95 for all approaches, even for SLR. However, for SLR,
e2 remains very high and the length of confidence intervals
is too high compared to the range of variation of interest
(not informative). By adding flexibility and non-linearity to the
input-output relationship (by increasing the polynomial order
with GLR, then switching to Gaussian process regression),
the results improve: the values of e2 decrease (the estimations
are on average better centred on the true value), as do the
lengths of the confidence intervals (the estimations become
progressively more informative and exploitable). A significant
improvement on these two aspects (reduction of e2, L0.95

1 and
L0.95
2 ) is finally observed when integrating the uncertainties on

the model inputs. Indeed, neglecting them in the calibration
phase forces the model to carry them over into the model error,
which is carried into the estimation phase. This is no longer
the case when they are integrated in the calibration phase, and
the model error being reduced, the estimations are likely to be
better adjusted.

Remark: If the response of sensors with respect to the en-
vironmental variables in which they are placed is nonlinear,
the interest of modeling the relationship between x, z,y by
nonlinear models is obvious. In a small data context, the
gains provided by these non-linear models are nevertheless not
always guaranteed. Indeed, these nonlinear models are most
often based on the identification of a larger number of param-
eters, and it is not always possible to estimate them correctly
(possible overfitting) when the number of observations is too
small.

IV. APPLICATION TO PH AND CHLORINE MONITORING IN
DRINKING WATER

A. Description of the sensor
In this section, the methodology is applied to estimate both
active chlorine (HClO) concentration and pH in drinking water
from a dataset generated in laboratory settings by a sensor
node designed for installation into drinking water pipes (see
Figure 1). The head of the sensor integrates a 1cm² sensor
chip with 20 chemistors (e.g. resistive chemical sensors) based
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Fig. 1. Two sensor nodes installed into a drinking water pipe and
connected via USB cable to control computers.

Fig. 2. The replaceable sensor head contains a chip with a 10×2
sensor array based on a random network of non-functionalized carbon-
nanotubes (CNT) or CNT functionalized with the FF-UR polymer.

on random network of multi-walled carbon nanotubes (CNT)
ink-jet printed on top of interdigitated electrodes. The CNT
are either non-functionalized or polymer-functionalized (10
devices of each type, see Figure 2).
The focus of the present section is on the exploitation of the
data generated by the CNT sensor array, so the fabrication
and operation of the sensor node are detailed elsewhere [10].
Briefly, the multi-walled carbon nanotubes are dispersed in
1,2-dichlorobenzene. They are functionalized by mixing the
CNT dispersion with a solution of the FF-UR polymer. CNT
are batch-printed on the silicon chip using a Dimatix DMP
inkjet printer. After annealing, to prevent CNT loss in water,
the CNT devices are covered with a spin-coated PMMA layer
which is then turned porous by non-solvent-induced phase
separation process.
The resulting chip is then integrated into a sensor node as
shown in Figure 1 and 2. For operation, each CNT device is
activated sequentially for 1s at 5µA and the resulting voltage
is measured. The voltage value used for further analyse is the
averaged voltage for the last 100ms of the activation period.
In this mode of transduction, device resistance changes when
certain chemicals enter close proximity to the CNT layer,
which is fostered by the high surface area of CNT and their
chemical affinity to these chemicals. The role of the polymer
is to modify - for selected chemicals - the chemical affinity,
the equilibrium distance and thus the resistance change.

B. Description of the dataset
A dataset from the 10×2 CNT sensor array was generated
over four sets of lab experiments in drinking water at different
pH, chlorine concentration and temperature. The chlorine and
pH levels are controlled by successive additions of sodium
hypochlorite (bleach), chlorhydric acid and sodium hydroxide
to drinking water sampled from the tap. After each chemical
addition, one waits until a steady state is reached by the
chemistors (at least 15min) before proceeding to the next
chemical addition. It is worth mentioning that this experi-
mental plan results from a set of experimental constraints -
total available time, stabilization duration after each chemical
addition, rise of the pH after each bleach addition, range of
chlorine and pH of interest - and thus is not optimized in terms
of chlorine and pH estimation performance.
For each chemistor, the last resistance value of each step
(considered most reliable) is extracted. The resistance values
are normalized by subtracting the first resistance value of the
dataset. Reference measurements are available for temperature,
pH and free chlorine.
During the first three experiments, the free chlorine concentra-
tion is increased from 0 up to about 1mg/L over 5 to 6 points,
at different pH ranging from 5.5 to 8.5. For the last experiment,
only the pH varies significantly. While the temperatures are
almost identical for the first three experiments, the temperature
variation observed for the fourth experiment is large enough to
have a non-negligible impact on the response of the sensors.
These ranges of values for chlorine and pH were selected for
their representativity in the field of drinking water. Indeed,
drinking water network are usually operated at concentration
of chlorine way below 1 mg/l, with target measurement accu-
racy required by the network operators below 0.05mg/L. As a
consequence, from an applicative perspective, there is a strong
interest in focusing on very low chlorine levels. Regarding pH,
the typical values measured in drinking water networks range
from 6 to 8..
It is important to mention that the sensors respond to active
chlorine (hypochlorous acid HClO) and not to free chlorine,
which is the sum of active chlorine and hypochlorite ions
(ClO−). The active chlorine concentration, noted cHClO (in
mg/L), can be calculated from the free chlorine mass con-
centration cChl (in mg/L) using the following formula:

cHClO = cChl

(
1 + 0.98× 10pH−pKa(T )

)−1

, (11)

with T the temperature (in °C), pH the pH (unitless) and
pKa(T ) = 7.5 − 0.01 × (T − 30). The standard deviation
for pH is estimated at 0.15, for chlorine at 0.05mg/L and for
temperature at 0.08°C. The uncertainty on HClO concentration
is derived as the standard deviation of a set of HClO values
calculated from 1000 sets of (chlorine, pH, temperature)
values, themselves randomly generated using their known
uncertainties. The standard deviations of the sensor outputs
are calculated at each measurement point from an empirical
estimate of the measurement noise related to the response
fluctuations observed after stabilization. The average ratio
between standard deviation and sensor response on all sensors
is about 2%.
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Fig. 3. Graphical representation of the experimental dataset. The black points, the red upward triangles, the blue diamonds and the green
downward triangles are respectively associated with experiments 1, 2, 3 and 4. For each measured value, the vertical lines correspond to ±2
standard deviations.

The full dataset only contains 25 points, whose characteristics
are shown in Figure 3. Recovering the notations of the former
sections, we denote by x the active chlorine concentration and
pH, z the temperature, and y the responses provided by the
20 CNT-based sensors. All measurement points are assumed
to be statistically independent of each other.
1) Relevance of the dataset: The limited size of the dataset
(due to the relatively long time needed to reach steady-state
for each calibration step) clearly places the sensor calibration
in a small data context, preventing the use of sophisticated
machine learning approaches such as neural networks for the
input-output relation. As is commonly practiced, the dataset
was first exploited by a standard calibration approach - called
simple linear regression (SLR) here - yielding good monitoring
capability for HClO but no monitoring capability at all for pH.
This was surprising as the sensors displayed comparable
sensitivities (and differentiated between sensor types) to pH
and HClO in deionized water. Further analysis of the calibra-
tion coefficients found by the SLR approach showed that in
drinking water the sensitivity to pH was 5 to 10 times lower
than to HClO. Henceforth, it turned out that the response
to 1 pH unit variation by device was of the same range of
magnitude than the response to 0.05mg/L variation in HClO,
which was the uncertainty on HClO provided by the reference
instrument. This strongly encouraged us to apply the formal-
ism presented in Section II to finely integrate the different
sources of uncertainty (with in particular the integration of the
non-negligible measurement uncertainties on pH and HCLO,
which is at the center of the proposed methodology).
2) Performance analysis: In a first step, due to the very
low number of observation points, the monitoring capabilities
of the model are analyzed through a leave-one-out (LOO)
approach, i.e. we estimate the value of each measurement
from all other measurements except the one to be estimated.
By applying the formalism presented in Section II, we then
have 25 estimations of pH and active chlorine, in the form of
25 a posteriori PDFs. In the same way as for the analytical
example, we can extract the most likely estimation, noted
xMAP
i , as well as confidence intervals (with confidence level

95% by default). Most likely estimations and provided mea-

Method MAE1(HClO) MAE2(pH)
SLR 0.056 1.36

SLR+ME 0.054 1.75
GLR+ME 0.064 0.872

GLR+ME+IU 0.068 1.057
GPR+ME 0.054 1.75

GPR+ME+IU 0.039 0.254

TABLE II
COMPARISON OF THE MAE VALUES OBTAINED FOR DIFFERENT

CALIBRATION METHODS IN THE LOO APPROACH.

surements can therefore be compared using the mean absolute
error (MAE), such that for 1 ≤ k ≤ 2:

MAEk =
1

25

25∑
i=1

∆i,k, ∆i,k = |(xMAP
i )k − (xmes

i )k|. (12)

The obtained MAE values are summarized in Table II, for
the six calibration methods that were described in Section
III. We thus notice that only the GPR+ME+IU method, i.e.
the one based on a Gaussian process regression and a correct
integration of the input uncertainties, is able to monitor the
pH in a satisfactory manner (this is to say with a reasonable
MAE). Focusing on this method only, Figures 4-a,b then show,
in the form of boxplots, the dispersion of the errors ∆i,k, and
compare them to the standard deviation associated with the
measurements (in red dotted line). It can then be noted on
these figures that this particular method is specially efficient
in monitoring HClO, the median error being even much lower
than the average uncertainty of the measurements, and quite
interesting for the pH, where the median error is very close
to this average uncertainty. The consistency of the results in
terms of uncertainties is then evaluated graphically in Figures
4-c,d, where the uncertainties on both the estimations and
the measurements can be visualized and compared. In these
graphs, the more the points are aligned with the first bisectrix,
the lower the MAE. And an intersection of the vertical and
horizontal lines with this bisectrix indicates an overlap of the
95% confidence intervals associated with the measurements
and the estimations, which we expect to find most often if
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Fig. 5. Dispersion of MAEs when trying to monitor 20% of the points
randomly chosen using the 80% remaining points. The red dotted lines
are the mean standard deviations associated with the measurements,
and the blue solid lines give the MAEs obtained in the LOO case.

the model is correctly calibrated. These figures again show
the very good monitoring capacity of the proposed model
on these data: in coherence with the MAE obtained, the
estimation uncertainties are of the same order of magnitude as
the measurement uncertainties, and the only badly estimated
data are the extreme points (the smallest pH and the highest
concentration of HClO).
Finally, it is true that the leave-one-out approach is not truly
representative of a sensor calibration approach, as in practice,
calibration is learnt on initial experiments then applied on
the following data. Considering the small size of the dataset
and the strong differences between experiments (they do not
repeat each other in terms of pH or temperature covered by
the experiment), it was not possible to validate exactly this
calibration process. Instead, we elected to randomly select
80% of the dataset for training (calibration) and the remainder
for testing (estimation). A set of 100 different datasplits was
tested. Very promising results were obtained in that second
configuration compared to the LOO case, as it is shown in

Figure 5. MAEs of 0.044 and 0.32 were observed respectively
for HClO and pH, i.e. values only slightly higher than those
obtained for the LOO (by respectively 15% and 26%). And
the variability in these MAE values can easily be explained
by the small size of the dataset: in some datasplits, part of the
pH or HClO range of values available in the full dataset may
not be covered by the calibration dataset.

V. CONCLUSIONS AND PROSPECTS

Deploying low-cost sensors in an open environment is a diffi-
cult task, both in terms of sensor calibration and exploitation
of the results they provide. Indeed, the sensitivities observed in
laboratories with respect to chemical quantities of interest can
be degraded by other uncontrollable environmental variables,
such as temperature or humidity, and nothing assures us that
the sensors will not also react to other unidentified substances.
In this context, it is essential to integrate a potential model
error, and to seek to integrate the other sources of uncertainties
as well as possible, at the level of the outputs of the model
but also at the level of its inputs. This work thus proposes a
Bayesian framework making it possible to meet these expec-
tations, in particular in a small data context, i.e. for which the
number of input-output pairs is relatively low for the sensors
calibration. The relevance of this method is demonstrated
not only on an analytical case, but also on an experimental
dataset describing the monitoring of active chlorine and pH in
drinking water using a CNT-based sensor array integrated into
a low-cost sensor node that can be deployed in drinking water
pipes. In the analytical case, Gaussian Process Regression with
Input Uncertainties and Model Error leads to a reduction of
the error metric (RMS error) by a factor of 12 compared
to Simple linear regression (standard calibration), while in
the experimental case, the reduction of the error (MAE) is
by 40% on active chlorine and by a factor 5 on pH. One
of the perspectives of this work is to use this calibration
framework more extensively on this dataset (and on similar
datasets generated by the other sensor nodes from the same
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fabrication batch) as a tool to understand the root cause of
sensor responses (for instance, role of the polymer in the
sensitivity, role of the sensor multiplixing). Another aspect
is to address the time response of the devices. Indeed, all
of this work is nevertheless placed in a static framework,
i.e. in which the estimation of chemical quantities at a time
t is based solely on the responses of the sensors at this
same time, and the sensor responses are considered to be
in a steady state. Generalizing the proposed approach in a
more dynamic framework, for which the estimation can also
integrate measurements at previous times, is a direction of
improvement that seems very valuable to reduce calibration
duration and increase the size of calibration datasets.
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APPENDIX

A. Definition of the analytical test case

To generate the simulated dataset, the sensor model is ex-
pressed as a non-linear relationship between sensor outputs y,
environmental variables z, pollutant concentrations of interest
x, plus a quantity w that can be seen as another environmental
variable or pollutant concentration that has an uncontrolled
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influence on the sensor response. For dx = dz = 2, this model
is written as:

yj(t) = β1
j + β2

j log(x1(t) + 0.25)

+ β3
j (x2(t)/2 + (2x2(t)− 9)1x2(t)>4.5)

+ β4
j z1(t) + β5

j exp(β
6
j (z2(t)− β7

j )) + β8
jw(t).

Here, 1x2(t)>4.5 is equal to one if x2(t) > 4.5 and to 0
otherwise, which allows to model a threshold law between
yj and x2. For each 1 ≤ j ≤ dy (values of dy between 2
and 10 will be considered in the following), the coefficients
(β1

j , . . . , β
8
j ) are chosen as independent realizations of the

Gaussian vector:

ξ ∼ N

(8, 4,−3.5, 0.1, 2, 0.1, 60, 0.02),

diag

(
4, 9, 9, 0.16, 4× 10−4,

10−4, 4, 9× 10−6

)  , (13)

where for a vector a, diag(a) is the diagonal matrix con-
structed from the elements of a. The numerical values in ξ
have been carefully chosen to establish a hierarchy among
the inputs in terms of sensitivity to the sensors. The different
sensors are thus on average not very sensitive to w and
z1, behave almost the same way with respect to z2, while
presenting on average important sensitivities with respect to x1

and x2. The sensor outputs are all positively correlated with the
input variables, except for x2, where a negative correlation is
imposed. This singular behavior should be accompanied by an
easier estimation of x2 than x1. To illustrate on a water quality
monitoring application, there would be in this case data from
dy sensors with the same operating law but difference sets of
coefficients (β1

j , . . . , β
8
j ). They would target the parameters

x1 and x2 (for instance pH and chlorine levels) while the
parameters z1 and z2 (for instance temperature and salinity)
would be provided by other sensing means. The parameter w
would be an additional parameter of influence to the sensors,
but not known either by external means or by the sensors (for
instance the concentration in lead).
To generate the data, we draw 2000 values of (x, z, w)
uniformly and independently in [0, 10]2× [10, 20]× [20, 90]×
[0, 10] (these being the ranges of variation of the target and in-
fluential parameters). These points are noted (xi, zi, wi)

2000
i=1 ,

and we denote by (yi)
2000
i=1 the associated values of the

sensor outputs. Non-negligible noise is then added to the
input and output observations to get closer to the experimental
conditions:

xobs
i = xi + εxi , zobs

i = zi + εzi , yobs
i = yi + εyi ,

where εxi , εzi and εyi are independent realizations of three in-
dependent centered Gaussian random vectors, with respective
covariance matrices 0.04×I2, diag(0.01, 0.5), and 0.04×Idy ,
where Ip denotes the (p× p)-dimensional identity matrix.
Among these 2000 noisy observation points, n triplets noted
{(xobs

ik
, zobs

ik
,yobs

ik
), 1 ≤ k ≤ n} are randomly chosen to define

the training set, and the other triplets define the test set. We
recall that for the test set, only zobs

i and yobs
i are available for

the identification of xi.

(dy , n) e2(%) L0.95
1 L0.95

2
(2, 200) 0.26 1.26 1.22
(4, 200) 0.15 0.84 0.55
(6, 200) 0.14 0.8 0.51
(8, 200) 0.18 0.74 0.5
(10, 200) 0.18 0.73 0.5
(5,50) 0.45 1.08 0.62
(5,100) 0.20 0.98 0.66
(5,200) 0.15 0.81 0.53
(5,300) 0.11 0.76 0.51
(5,400) 0.08 0.65 0.44
(5,500) 0.08 0.65 0.39

TABLE III
INFLUENCE OF THE VALUES OF dy AND n ON THE ESTIMATIONS FOR

THE GPR+ME+IU CALIBRATION METHOD.

B. Additional results on the analytical case
Using the same notations as in Section III and focusing
only on the GPR+ME+IU method, it is possible from Table
III to quantify the impact of an increase in the number of
sensors, dy , or an increase in the size of the training set,
n. Unsurprisingly, by increasing n, the monitoring results
improve, but there is a limit to improvements. This is due
to the unknown environmental factor w and also the various
uncertainties. If it was possible to observe w, or to reduce
the experimental uncertainties, no doubt the results would
be improved. The convergence of the results with respect to
the increase of the number of sensors is more delicate to
analyze: by adding observations, the estimation uncertainties
are reduced (the values of L0.95

1 and L0.95
2 decrease), but this

does not necessarily translate into a better centering of the
estimations on the true value (the value of e2 is not completely
monotonous). Knowing the quantity w and reducing the
uncertainties decrease the quantity of data needed to reach the
best performances and improves the performances for a given
quantity of data. The performances also reach an optimum
with the number of sensors according to the e2 metrics. This
optimum number of sensors increases with the quantity of
available calibration observations. The interpretation is that
the uncertain information of the too many sensors becomes
contradictory and the limited number of data (compared to
the number of sensors) limits the capability to identify the
appropriate laws for the random variables; this transfers into
the rise of the model error.
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