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ABSTRACT

In the framework of embedded and time-critical systems we con-
sider the scheduling of preemptive real-time periodic tasks upon
uniprocessor. We consider the notion of simulation interval, a fi-
nite time interval such that the schedule starts to repeat in a cycle.
The interest is to design a time interval which includes all pos-
sible (reachable) schedule states. Our study focuses on a model
where preemption costs are explicitly considered, i.e., the time re-
quired by the real-time operating system (rtos) or the hardware
to load the context of execution of preempted jobs. We present
and prove correct a simulation interval for asynchronous arbitrary
deadline tasks with preemption delays and that holds for any deter-
ministic and memoryless scheduler upon uniprocessor. This first
contribution is valid for all schedulers one can imagine (but deter-
ministic and memoryless), including non-preemptive schedulers,
not work-conserving, not necessarily popular “real-time” ones. We
then consider a particular case, regarding the preemption delays,
for edf scheduling for which we extend the work of Leung and
Merril [25] showing that [0,𝑂max + 2 · 𝐻 ) is a simulation interval
(significantly shorter than the general result). We also show that
[0, 𝑆𝑛 + 𝐻 ) from [17] remains a simulation interval for fixed task
priority (ftp) schedulers. Before concluding we open a discussion
on the scope of the results, paths for reducing pessimism as well as
other potential results opened by this work.
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Figure 1: A periodic schedule of periodic tasks.

◎

1 INTRODUCTION

In this research we study the scheduling of asynchronous arbitrary
deadline preemptive hard real-time periodic task sets upon unipro-
cessor systems. We consider preemptive tasks/jobs in the sense that
a higher priority task/job can preempt the current task/job in order
to execute the highest priority one. The originality of this work,
regarding the state-of-the-art, is the fact that the task model con-
siders preemption delays, i.e., the duration required by the real-time
operating system (rtos) or the hardware to resume a task/job after
a preemption.

We study the notion of simulation interval with the following
definition:

Definition 1 (Simulation interval). A finite and safe time

interval [0, 𝑏) such that the schedule start to repeat in a cycle.

In this work, we consider the notion of simulation interval for
feasible schedule. Note that infeasible schedules are not necessarily
periodic, but this question is beyond the scope of this work.

A simulation interval is a window of time during which all reach-
able states of the system have been observed. A schedule consists
of two parts, a first one called the transient phase, the time interval
[0, 𝑋 ), during which the succession of states appears only once, and
a second one called the steady phase, the time interval [𝑋,𝑋 + 𝑘𝐻 ),
during which the succession of states is periodic. Most of the time1
the period of the schedule is a multiple of the hyperperiod (see
1In particular cases, it is possible to define schedulers whose periodicity does not
depend on the arrival of tasks, but in practice they make no sense.
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Section 3 for a formal definition). This is illustrated in Figure 1,
with 𝑋 and 𝑘 as unknown constants and 𝐻 as the hyperperiod. We
are interested in finding exact values for 𝑋 and 𝑘 or at least an
upper-bound for 𝑋 + 𝑘 · 𝐻 .

The notion of simulation interval should not be confused with
the notion of feasibility interval:

Definition 2 (feasibility interval). A finite interval [𝑎, 𝑏)
such that if all the deadlines of jobs released in the interval are met,

then the system is schedulable.

Informally speaking, the feasibility interval includes the worst-
case schedule states regarding schedulability like, e.g., the first busy
period for synchronous arbitrary deadlines and fixed task priority
(ftp) schedulers [24] while the simulation interval includes all
possible (reachable) schedule states.

We will also use the notion of exact simulation interval:

Definition 3 (Exact simulation interval). An exact simu-
lation interval is a simulation interval [0, 𝑏) such that there is no

simulation interval [0, 𝑐) with 𝑐 < 𝑏.

Organization. The remainder of this paper is structured in the
following manner. Section 2 presents a motivations of our work.
Section 3 presents our task model and assumptions. Section 4 de-
scribes related work. Section 5 presents our contributions. Section 6
presents discussions on the scope of the results, paths for reducing
pessimism as well as other potential results opened by this work.
Lastly, Section 7 concludes our work.

2 MOTIVATIONS

We motivate here the two axis of our work: first why we are inter-
ested in the simulation intervals, then why we consider preemption
delays in our model.

2.1 Simulation Intervals

The need to have a simulation interval is justified each time we
need to study the significant part of a schedule and thus avoid the
anecdotal (non representative) part. This could be for performance
or benchmark studies. Design tools (such as Cheddar [32, 33] or
Tina [6]) often require to provide the simulation interval as input.
When the worst-case scenario is known (or sometimes several cases
to cover the worst-case, with a brute-force approaches see e.g. [20])
the notion of simulation interval allows to have an exact schedu-
lability test. For example Nasri et al. [29] use it to have an exact
simulation-based schedulability test for the fifo scheduler and
tasks with offsets. Unfortunately, regarding the tasks duration, the
worst-case scenario does not necessarily corresponds to consider
the worst-case execution time (wcet — see Section 3), i.e., sched-
ulers are not necessarily 𝐶-sustainable [9]. We will discuss this
aspect before our conclusion (see Section 6). In offline approaches
such as in the work of Xu and Parnas [38], it is fundamental to know
a simulation interval in order to build and evaluate the whole sched-
ule (i.e., until the end of the steady state). Regarding our scheduling
problem, asynchronous periodic tasks with preemption delays, un-
fortunately the synchronous case is not the worst-case scenario.
This fact motivates specifically the study of asynchronous scenarios.

2.2 Preemption Delays

A common assumption in scheduling theory, implicitly or not, since
the seminal work of Liu and Layland [27], is that we neglect the time
needed for preemption, i.e., the time needed for the system (bare
metal or operating system) to switch from one task to another. More
generally, all disturbances related to the hardware or the operating
system, which could be called scheduling costs, are mostly neglected
when studying the schedulability of real-time systems. Precisely,
it is often implicitly assumed that these costs are an integral part
of the worst-case execution time (wcet) and therefore indirectly
included in the analysis [27]. However, in the case of preemption,
the cumulative time spent in operating system routines or interrupt
handlers depends on the number of preemptions and therefore
on the scheduling. One could argue that the scheduling costs can
easily be integrated in the wcet with the argument that the price
is paid by the task that initiates the preemption and not by the task
that suffers it (the price is the cost of the context switch to execute
the new task plus the one to resume the preempted task). Then,
since with fixed task priority (ftp) schedulers or even fixed job
priority schedulers such as edf, a task can only preempt one task
per activation (when it is activated), so the cost is limited and can
be integrated into the wcet.

A more detailed study of the mechanisms at the origin of what
can be called the scheduling cost goes against this argument.

We can distinguish several components to the scheduling cost,
for example:

• 𝐶in the cost of adding a job to the queue,
• 𝐶start the cost of starting a job,
• 𝐶restart the cost of restarting a job after a preemption,
• 𝐶out the cost of terminating a job.

Depending on the system,most of these components are constant
or can be bounded and occur only once per job. For example, if
the system is handling the arrival of tasks with interrupts and
has sufficient priority levels for interrupts, 𝐶in is only paid when
the job effectively starts, so it does not interfere with the other
jobs (this is called integrated management). 𝐶start and 𝐶out depend
on the jobs, they correspond respectively to the loading of the
execution context of the job and to its release. Depending on the
implementation, they can cover different types of overhead for the
system, but it is reasonable to think that they can be integrated
into the wcet. 𝐶restart is more problematic, as it depends on each
task, and is paid after each preemption. Because of that, it is not
necessarily equivalent, in terms of duration, for a task 𝜏𝑖 to preempt
a task 𝜏 𝑗 or another task 𝜏𝑘 . We so think it is important to add
𝐶restart to the model and the analysis.

Another issue with these scheduling costs is that they corre-
spond, or may correspond, to the execution of operating system
routines, and therefore to non-preemptive or at least “atomic” sec-
tions of code, i.e., they can be interrupted, but they will then have
to be re-executed in their totality.

The model considered in this paper is a first step towards a model
that fully integrates the operating system (or the hardware) inter-
ference during task preemption. In order to simplify the problem
we have arbitrarily chosen to consider only 𝐶restart, which we note
𝛼𝑖 for the task 𝜏𝑖 (see Section 3). We also chose to consider its exe-
cution completely non-preemptive, i.e., once the system starts to

2 2022-03-08 15:18. Page 2 of 1–10.
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reload the context of a previously preempted task 𝜏𝑖 , no preemption
can take place for a duration equal to 𝛼𝑖 . In future work, we may
relax this constraint partially to allow preemption on the condi-
tion that we must re-execute the reloading section completely later.
We will also have to consider the same constraints for the other
components of the scheduling cost.

3 MODEL AND ASSUMPTIONS

In this work we consider the scheduling of asynchronous periodic
task set with preemption delays upon uniprocessor. More precisely,
we assume there is a delay 𝛼𝑖 ∈ {N∪ 0} when a job of 𝜏𝑖 is resumed

after a preemption. It represents the time required to load the con-
text of execution of the preempted job. We assume this activity
non-preemptive.

More formally a task 𝜏𝑖 is characterised by the tuple (𝑂𝑖 , 𝐶𝑖 , 𝑇𝑖 ,

𝐷𝑖 , 𝛼𝑖 ). A system Sys = {𝜏1, . . . , 𝜏𝑛} is a task set, where every task
𝜏𝑖 is defined by:

• 𝑂𝑖 ∈ {N∪ 0} the task offset, i.e., the release date of the first
job of 𝜏𝑖 ,

• 𝐶𝑖 ∈ N the worst-case execution time (wcet), i.e., the max-
imum cumulative cpu units required for a job of 𝜏𝑖 to be
executed,

• 𝑇𝑖 ∈ N the task period, the 𝑘th job 𝜏𝑖,𝑘 of 𝜏𝑖 is released at
the instants 𝑂𝑖 + (𝑘 − 1)𝑇𝑖 , 𝑘 ∈ N,

• 𝐷𝑖 ∈ N is the relative deadline and represents the tim-
ing constraint of a task: the 𝑘th, (𝑘 ∈ N) job 𝜏𝑖,𝑘 of 𝜏𝑖
must be completely executed in the window [𝑂𝑖 + (𝑘 −
1)𝑇𝑖 ,𝑂𝑖 + (𝑘 − 1)𝑇𝑖 + 𝐷𝑖 ). We consider arbitrary deadline

where there is no constraint between task deadline and
period. Particular cases include constrained deadlines where
∀𝑖 ∈ {1 . . . 𝑛}, 𝐷𝑖 ≤ 𝑇𝑖 , and implicit deadlines where ∀𝑖 ∈
{1 . . . 𝑛}, 𝐷𝑖 = 𝑇𝑖 . When considering arbitrary deadline it
is admitted to have 𝐷𝑖 > 𝑇𝑖 , we assume to schedule the
various active jobs of the same task in the fifo order (the
oldest job first).

• 𝛼𝑖 ∈ {N ∪ 0} represents the time required by the rtos/hw
to load non-preemptively the context of execution of each
preempted job of task 𝜏𝑖 .

The following parameters can be deduced2:
• 𝐻 � lcm(𝑇1, . . . ,𝑇𝑛) is the hyperperiod of the system,where

lcm denotes the least common multiple,
• 𝐻𝑖 � lcm{𝑇𝑗 | 𝑗 = 1, . . . , 𝑖},
• 𝑂max � max𝑖=1,...,𝑛 (𝑂𝑖 ) is the largest offset,
• 𝛼max � max𝑖=1,...,𝑛 (𝛼𝑖 ) is the largest preemption delays,
• 𝑈 �

∑𝑛
𝑖=1𝐶𝑖/𝑇𝑖 is the processor utilization factor.

We will use the notations:
• (𝑎)0 meaning (𝑎)0 � max(𝑎, 0),
• [𝑥,𝑦) denoting an half-open interval: {𝑧 | 𝑥 ≤ 𝑧 < 𝑦}

Please notice that, in our model, we consider discrete time.

4 RELATEDWORK

We will start by reviewing the works on simulation intervals, and
then we will look at the works considering the overheads related
to the scheduler and in particular to preemptions.
2where � means “equals by definition”.

4.1 Simulation intervals

In the uniprocessor context, assuming an utilisation factor less than
or equal to 1 and for systems of independent tasks with constrained
deadlines and scheduled with edf, the pioneering work [25] shows
that the interval [0,𝑂max + 2𝐻 ) is a simulation interval. Moreover,
the transient phase is included in the window [0,𝑂max +𝐻 ) and the
steady phase is contained in the scheduling produced in the interval
[𝑂max + 𝐻,𝑂max + 2𝐻 ).

For fixed task priority (ftp) schedulers, it is shown in [26] that the
same interval applies. The result is extended to arbitrary deadlines
in [18]. A better bound is presented in [17] and is [0, 𝑆𝑛 +𝐻 ) where
𝑆𝑛 is given by the recursive equation 𝑆1 � 𝑂1, 𝑆𝑖 � max(𝑂𝑖 ,𝑂𝑖 +
⌈ (𝑆𝑖−1−𝑂𝑖 )0

𝑇𝑖
⌉𝑇𝑖 ).

A more general result, which holds for resource-sharing tasks
with precedence constraints, constrained deadlines, and assumes
only a work-conserving scheduler, was first shown in [13] then
extended to parallel tasks in [3]. In that work, it is shown that an
exact simulation interval (see Definition 3) is [0, \𝑐 + 𝐻 ) where \𝑐
is the date of the last idle time of the transient phase. Moreover, it is
shown that \𝑐 belongs to the interval [0,𝑂max +𝐻 ). It follows that
the steady phase corresponds to the first time window of length 𝐻

containing exactly𝐻 (1−𝑈 ) idle times in the interval [0,𝑂max+2𝐻 ).
Several works have also addressed the problem for uniform mul-

tiprocessor platforms with global scheduling. In [14], it is shown
that for constrained deadlines, in the synchronous case the simula-
tion interval is bounded by [0, 𝐻 ), while in the asynchronous case
the interval [0, 𝑆𝑛 + 𝐻 ) given in [17] still held. In [15], the authors
modify the definition of 𝑆𝑛 to give a simulation interval for arbitrary
deadlines. The bound becomes [0, 𝑆𝑛 +𝐻 ) where 𝑆𝑛 is given by the
recursive equation 𝑆1 � 𝑂1, 𝑆𝑖 � max(𝑂𝑖 ,𝑂𝑖 + ⌈ (𝑆𝑖−1−𝑂𝑖 )0

𝑇𝑖
⌉𝑇𝑖 ) +𝐻𝑖 .

The result is extended to heterogeneous (unrelated) multiprocessor
systems in [16]. A result is given in the case of offline schedulers
for systems with precedence constraints in [4]. It is generalized to
edf and to independent tasks in [30]: [0,𝑂max + 𝐻

∏𝑛
𝑖=1 (𝐶𝑖 + 1)).

Finally, a very general result for any deterministic and memory-
less scheduler is given in [19] and is [0, 𝐻 ∏𝑛

𝑖=1 ((𝑂𝑖 +𝐷𝑖 −𝑇𝑖 )0+1)).
This interval works for task systems with multiple dependencies,
defined as structural constraints (mutual exclusions, precedence
constraints, self-suspension, non-preemptive tasks, etc.).

In a recent paper [22], the authors propose a method to reduce
the size of the simulation interval. They provide an exact simulation

interval. However, the computation of this interval is heavily time
consuming, involving a factorial time complexity computation of a
set of points defined by an exponential number of linear constraints.
The authors show that, despite its intractable time consuming com-
putation, the size of the exact interval grows much slower than the
one from [19] with the number of tasks.

4.2 Taking into account the cost of preemptions

Many works have proposed ways to integrate scheduling delays
or even other overheads related to the hardware platform or the
operating system. Different approaches exist. Some of them consist
in bounding this interference in order to add it to the schedulability
analysis as part as the wcet or as a blocking term, inputting cost
overheads either to the preempted tasks, the preempting ones or

2022-03-08 15:18. Page 3 of 1–10. 3
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both. Some other approaches propose different task models with
associated analyses. Finally some works adapt the scheduler algo-
rithm to make it aware of the existence of such delays.

It is interesting to note that a part of the scheduling delays are
external to the chosen scheduling policy, i.e., the overheads are
imposed by the hardware platform or the operating system. They
must nevertheless be taken into consideration in the schedulability
analysis or more generally in the scheduler performance evalua-
tion. As we point it out in this paper, they have an impact on the
simulation interval and the periodicity of the schedule.

The first works to have been interested in the impact of the sched-
uler implementation and the kernel on scheduling are those of [21].
In that paper, the authors describe four distinct generic methodolo-
gies for implementing a scheduler: Integrated Interrupt Event-Driven
Scheduling, Nonintegrated Interrupt Event-Driven Scheduling, Timer-

Driven Scheduling and Timer-Driven Scheduling with counter. The
first one assumes that tasks are activated by external hardware inter-
rupts. The second one is a special case where there is no prioritised
interrupts on the platform. The third one corresponds to what is also
referred to in the literature as tick scheduling where the scheduler
is woken up periodically every quantum of time and processes the
events that have occurred since its last wake-up. In addition to the
overhead experienced at each tick, due to the granularity of the trig-
gering timer, transient priority inversions can also occur. The last
one is a refinement of the previous one where instead of a periodic
timer, an updated counter is used allowing a wake-up only when
scheduling events occur (next activation, deadline, etc.). For each
of them, they detail the cost components inherent to the scheduler,
and extend the sufficient popular schedulability condition for ftp
and constrained deadlines (∀𝑖 , ∃𝑡 ≤ 𝐷𝑖 s.t.

∑𝑖
𝑗=1

⌈
𝑡
𝑇𝑗

⌉
𝐶 𝑗 + 𝐵𝑖 ≤ 𝑡 )

to take them into account either in the 𝐶 𝑗 term or in the 𝐵𝑖 one.
The extended conditions are first given under the assumption of a
preemptive kernel, then a non-preemptive kernel, which adds an
extra component to the blocking term 𝐵𝑖 .

The works in [11] point out the pessimism of the sufficient con-
ditions developed in the preceding works and gives a finer analysis
of the overhead of a scheduler implemented according to the tick
scheduling paradigm.

Other works (see, e.g., [5, 8, 37]) have considered the problem
of limiting the number of preemptions or the one of computing
a bound on the number of possible preemptions, permitting an
integration of a maximum blocking time linked to the system inter-
ference in the schedulability analysis.

Another source of disturbance related to preemptions analysed
in the literature is related to the use of caches. While caches permit
a reduction of response times, they also introduce a significant
source of variability in wcets due to the possibility for the task to
suffer additional delays due to cache misses. The runtime overhead
associated with cache misses caused by an early preemption is
called Cache Related Preemption Delay (crpd)[12]. The strategy
for taking crpds into account is to bound them for inclusion in the
feasibility analysis of ftp schedulers. To calculate a bound, one can
use Evicting Cache Blocks (ecbs, the blocks used by the preempting
task and which can replace those of a preempted task [12]) or
Useful Cache Blocks (ucbs, the blocks used by a preempted task
which are reused later, and therefore potentially deleted during a

preemption [23]). Some works combine the two approaches [1, 34,
35]. The case of edf is studied in [28] by extending the feasibility
test based on the Demand Bound Function (dbf). It is shown in [31]
that optimal scheduling with crpds taken into account is an NP-
hard problem. More recently, a feasibility interval is given for this
problem in [36].

What distinguishes our study from these works is that we con-
sider the overhead of preemption not as a special case where the
wcet is increased, but by adding a non-preemptive code block after
each preemption.

In his PhD thesis and in [39], Meumeu proposes an approach
to include the cost of reloading a task after a preemption in the
feasibility analysis of a system scheduled with ftp. In his model,
this reloading cost is different for each task, and consists in an
“atomic” sequence of operations (it can be preempted but then all the
sequence must be re-executed later). He shows that with this model,
the critical instant cannot be characterised, that the worst-case
response time of a task can occur in the transient phase, and that
the Optimal Priorities Assignment algorithm (opa) compatibility
conditions [2] are not respected. He proposes an optimal priority
assignment algorithm.

In his PhD Thesis, Bimbard [7] considers the kernel overheads
of an osek kernel (fixed priority scheduling), taking into account
activation, termination and preemption delays. For a given task,
activation and termination are extra duration added to the wcet
of a task while preemption delays are taken into account at each
activation of higher priority task. A worst case response time anal-
ysis is proposed with a bound on the number of preemptions that
makes the synchronous scenario still the worst case scenario at the
price of some pessimism.

This Research. In this paper (i) we model preemption delays as
task-dependant non preemptive additional code sections executed
for a task when it is resumed after a preemption, (ii) we present
and prove correct a simulation interval for asynchronous arbitrary
deadline tasks with such preemption delays and that holds for
any deterministic and memoryless scheduler upon uniprocessor,
(iii) for particular case, regarding the preemption delays, and edf
scheduling we extend the work of Leung and Merril [25] showing
that [0,𝑂max + 2 · 𝐻 ) is a simulation interval (significantly shorter
than the general result). Lastly, (iv) for ftp schedulers we also
extend the work [17] and we show show that [0, 𝑆𝑛 +𝐻 ) remains a
simulation interval.

5 CONTRIBUTIONS

A first contribution of this paper is to provide a simulation interval

(see Definition 1) for the scheduling of periodic tasks with preemp-
tion delays. We build upon the work of [19] where the authors
provided a simulation interval and more interestingly a technique
to do so.

The former work concerned multiprocessor platforms and de-
pendent tasks. Here the novelty is to consider preemption delays
for uniprocessor platform. In Section 5.1 we will introduce the
technique of [19], in Section 5.2 we present and prove correct a
simulation interval for tasks with preemption delays and that holds
for any deterministic and memoryless scheduler (see Definition 5).

4 2022-03-08 15:18. Page 4 of 1–10.
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5.1 Summarising the technique of [19]

The authors consider multiprocessor scheduling of preemptive peri-
odic real-time tasks without preemption delays. They first formalise
the notions of system state, system pre-state and deterministic and

memoryless scheduler with Definitions 4 and 5.

Definition 4 (State and pre-state of a system [19]). The
state of a system of 𝑛 tasks can be defined as a (2𝑛)-tuple

𝑆 �
〈
𝐶rem1 , . . . ,𝐶rem𝑛

,Ω1, . . . ,Ω𝑛

〉
,

where

• Ω𝑖 is the local clock of 𝜏𝑖 , undefined before 𝑂𝑖 , initialized at

0 at the time 𝑂𝑖 , being reset at every new request of the task.

Formally, at time 𝑡 ≥ 𝑂𝑖 , Ω𝑖 � (𝑡 −𝑂𝑖 ) mod 𝑇𝑖 ,

• while 𝐶rem𝑖
is the cumulative remaining work to process for

𝜏𝑖 (can be greater than𝐶𝑖 since it is allowed to have 𝐷𝑖 > 𝑇𝑖 ).

We will see that we need to consider arbitrary deadlines even if the

original system under study have constrained deadlines (see Lemma 7

for details) consequently we assume to schedule the various jobs of

the same task in the fifo order (the oldest job first).

The pre-state of a system of 𝑛 tasks can be defined as a (2𝑛)-tuple
𝑆 �

〈
𝐶rem1 , . . . ,𝐶rem𝑛

,Ω1, . . . ,Ω𝑛

〉
, where:

• Ω𝑖 is the same local clock as in the state 𝑆 of the system,

• 𝐶rem𝑖
is the remaining work to process for 𝜏𝑖 not taking the

releases at the considered instant into account.

We can formalize the remaining work in state and pre-state, for any

𝑡 ≥ 𝑂𝑖 as follows:

𝐶rem𝑖
(𝑡) � 0,∀𝑡 ≤ 𝑂𝑖

𝐶rem𝑖
(𝑡) � 𝐶rem𝑖

(𝑡) +𝐶𝑖 if Ω𝑖 = 0
𝐶rem𝑖

(𝑡) otherwise
𝐶rem𝑖

(𝑡 + 1) � 𝐶rem𝑖
(𝑡) − 1 if 𝜏𝑖 executed on [𝑡, 𝑡 + 1)

𝐶rem𝑖
(𝑡) otherwise

Definition 5 (Deterministic andmemoryless scheduler [19]).
A scheduler is deterministic andmemoryless if, and only if, the sched-
uling decision

3
at time 𝑡 is unique and univocally defined by the

state of the system at time 𝑡 .

Consequently, the state of the system must contain all infor-
mation required by the scheduler to take its decision but only the
strictly required and minimum information in order to bound as
much as possible the number of distinct states.

Then the authors show that considering only the synchronous
scenario of a transformed and arbitrary deadline task set is sufficient
to enumerate all feasible schedules of a system, thanks to Lemma 7
(and Definition 6).

Definition 6 (Set of feasible schedules [19]). We define the

function F such that F (𝑆) is the set of all feasible schedules obtained
by deterministic and memory-less schedulers for task system 𝑆 .

Lemma 7 (Lemma 1 in [19]). Let 𝑆 be a set of independent tasks

with ∀𝑖 ∈ 1, . . . , 𝑛,𝑂𝑖 ≥ 0. We denote 𝑂𝑖 the offset of the task 𝜏𝑖
and 𝐷𝑖 its relative deadline. Let 𝑆

′
be the same system, except for the

release dates given by𝑂 ′
𝑖
= 0 and the relative deadlines 𝐷 ′

𝑖
= 𝐷𝑖 +𝑂𝑖 .

3By scheduling decision at time 𝑡 we mean what the scheduler/system decides to do
during the slot [𝑡, 𝑡 + 1) : idle the processor, execute a task, reload a preempted task.

The set of feasible schedules of 𝑆 is included in the set of feasible

schedules of 𝑆 ′, i.e., F (𝑆) ⊆ F (𝑆 ′).

Please notice that, while the original system 𝑆 can be composed
of constrained deadlines, the synchronous system 𝑆 ′ could be com-
posed of arbitrary deadlines.

Based on the notions of state and pre-state of a system, the au-
thors show, in Lemma 8, that if two states or pre-states are identical,
then the scheduling decision of any deterministic and memoryless
schedulers are identical, consequently the schedule repeats. This
allows the authors to bound the number of distinct (pre-)states in
Lemma 9.

Lemma 8 (Lemma 2 in [19]). For synchronous task systems, if two

pre-states are identical, then the scheduling decision of a deterministic

and memoryless scheduler is the same.

Lemma 9 (Lemma 3 in [19]). Any feasible schedule of a synchro-
nous arbitrary deadline independent task system generated by a

deterministic and memoryless scheduler reaches a cycle
4
at or prior to

𝐻 ·
𝑛∏
𝑖=1

((𝐷𝑖 −𝑇𝑖 )0 + 1) .

Lastly, the authors combine Lemma 7 and Lemma 9 to provide
and prove correct a simulation interval for asynchronous systems
with the Theorem 10.

Theorem 10 (Theorem 1 in [19]). Any feasible schedule of an

asynchronous independent tasks system generated by a deterministic

and memoryless scheduler reaches a cycle
4
at or prior to

𝐻 ·
𝑛∏
𝑖=1

((𝑂𝑖 + 𝐷𝑖 −𝑇𝑖 )0 + 1) .

Recap. For the determination of simulation intervals, the tech-
nique of [19], is based on the formalization of the notion of system
state in a mininalist way which combined with a deterministic and
memoryless scheduler leads to enumerate and bound the distinct
possible (reachable) states.

5.2 A first contribution: a simulation interval

for deterministic schedulers with

preemption delay

In this section we extend the work of Goossens et al. in [19] in the
sense that for each task 𝜏𝑖 we have an additional 𝛼𝑖 parameter the
reload delay.

Following the same arguments as Goossens et al. in [19] we
design and proof correct the following simulation interval:

Theorem 11 (Simulation interval). Any feasible schedule of
asynchronous arbitrary deadline periodic tasks with preemption de-

lays generated by a deterministic and memoryless scheduler upon

uniprocessor platform with a reload delay of 𝛼𝑖 for the task 𝜏𝑖 reaches

a cycle
4
at or prior to:

𝐻 · (𝑛 + 1) · (𝛼max + 1)
𝑛∏
𝑖=1

((𝑂𝑖 + 𝐷𝑖 −𝑇𝑖 )0 + 1). (1)

4 i.e., all reachable states are visited.
2022-03-08 15:18. Page 5 of 1–10. 5
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In order to prove that property we need first to extend Defini-
tion 4, the system (pre-)state to consider preemption delay. We have
to design it as minimal as possible to limit as much as possible the
number of distinct (pre-)states. Our proposition is to consider two
additional parameters:

• 𝑟 ∈ {0, 1, . . . , 𝑛} the task index of the running/reloaded
task (if any) or 0 if the processor is idle. As we have non-
preemptive reloading phases, the decision at time 𝑡 + 1
depends on the decision taken at time 𝑡 .

• rem-reload ∈ {0, 1, . . . , 𝛼max} the remaining reload time (0
means that a task executes).

More formally:

Definition 12 (State and pre-state of a system). The state
of a system of 𝑛 tasks can be defined as a (2𝑛)-tuple

𝑆 �
〈
𝐶rem1 , . . . ,𝐶rem𝑛

,Ω1, . . . ,Ω𝑛

〉
,

𝑟 ∈ {0, 1, . . . , 𝑛}, and rem-reload ∈ {0, 1, . . . , 𝛼max}. See Definition 4

for details (concerning the already defined attributes).

We will now formalize the remaining reload time in state, as fol-

lows:

rem-reload(𝑡 + 1) �

rem-reload(𝑡) − 1 if rem-reload(𝑡) > 0 (2)
𝛼ℓ if 𝑟 (𝑡 + 1) = ℓ > 0 ∧ 𝑟 (𝑡) ≠ ℓ ∧

(𝐶remℓ
(𝑡 + 1)%𝐶ℓ ) ≠ 0 (3)

0 otherwise (4)

Equation 3 corresponds to the begin of an reload region such
that 𝜏ℓ was preempted in the past. Indeed we consider arbitrary
deadlines consequently several jobs of the same task can be active
simultaneously, 𝐶remℓ

(𝑡 + 1) represents the cumulative remaining
computation time. Notice that if 𝐶remℓ

(𝑡 + 1) is not a multiple of
𝐶ℓ a job of 𝜏ℓ is resumed otherwise this is a new job of 𝜏ℓ since at
time 𝑡 a different task (𝑟 (𝑡) ≠ ℓ) was executed/reloaded5.

Lemma 13. Any feasible schedule of a synchronous arbitrary dead-
line task system generated by a deterministic and memoryless sched-

uler with preemption delay reaches a cycle
4
at or prior to

𝐻 (𝑛 + 1) (𝛼max + 1)
𝑛∏
𝑖=1

(
(𝐷𝑖 −𝑇𝑖 )0 + 1

)
.

Proof. For parameters in common between Definition 4 and
Definition 12 (𝐶rem𝑖

’s and Ω𝑖 ’s) from [19] we know that, regarding
the states and pre-states, that in the worst case after

∏𝑛
𝑖=1 (𝐷𝑖 −

𝑇𝑖 )0 + 1 hyperperiods the state or the pre-state repeats. We must
complete the arguments considering the two extra parameters (𝑟
and rem-reload): we need that value 𝑟 repeats as well as the value
rem-reload. Since 𝑟 is limited to 𝑛 + 1 values and rem-reload is
limited to 𝛼max + 1 values. We conclude that after a maximum of
(𝑛 +1) · (𝛼max +1)

∏𝑛
𝑖=1

(
(𝐷𝑖 −𝑇𝑖 )0 + 1

)
hyperperiods the schedule

(if feasible) repeats. □

In order to have similar result for asynchronous systems we need
to extend Lemma 7 for systems with reload delay.

5if the scheduler has decided to idle the processor at time 𝑡 (i.e., 𝑟 (𝑡 ) = 0) we decide
arbitrarily to make a reload in this case.

Lemma 14. Let 𝑆 be a set of independent tasks with ∀𝑖 ∈ 1, . . . , 𝑛,
𝑂𝑖 ≥ 0. We denote 𝑂𝑖 the offset of the task 𝜏𝑖 and 𝐷𝑖 its relative

deadline. Let 𝑆 ′ be the same system, except for the release dates given

by𝑂 ′
𝑖
= 0 and the relative deadlines 𝐷 ′

𝑖
= 𝐷𝑖 +𝑂𝑖 . The set of feasible

schedules of 𝑆 is included in the set of feasible schedules of 𝑆 ′.

Proof. A feasible schedule for 𝑆 is also a feasible schedule for
the system 𝑆 ′, since the absolute deadlines are identical, we just
release jobs earlier which doesn’t affect the validity of the solution.

□

Theorem 11 follows from Lemma 14 and Lemma 13.

5.3 Shorter interval for edf and ftp schedulers

in a particular case

Introduction. In this section we will study the particular case of
constrained deadlines and binary delays (0 ≤ 𝛼𝑖 ≤ 1, see Defini-
tion 17). We will see that it is not straightforward to define shorter
intervals — in comparison with [0, 𝐻 · (𝑛+1) · (𝛼max+1)

∏𝑛
𝑖=1 ((𝑂𝑖 +

𝐷𝑖 − 𝑇𝑖 )0 + 1)) — with preemption delays. We will first consider
the case of edf and see why the Leung and Merril [25] interval,
[0,𝑂max+2𝐻 ), for edf scheduling is not a simulation (or feasibility)
interval. We will exhibit the phenomenon which occurs because of
preemption delays and which invalidates the Leung and Merril’s
properties. Lastly, we consider the case of ftp schedulers.

Let’s first recap the work of Leung and Merril. In [25], the au-
thors consider the edf scheduling of periodic constrained deadline
task sets upon uniprocessor. They design and prove correct the
[0,𝑂max +2𝐻 ) simulation (and feasibility) interval. They first prove
Lemma 1 required to prove Lemma 2 the main property:

Lemma 15 (Lemma 1 in [25]). Let 𝑆 be schedule of a task system 𝑅

constructed by the edf algorithm. Then for each tasks 𝜏𝑖 and for each

time instant 𝑡1 ≥ 𝑂𝑖 , we have 𝑒𝑖,𝑡1 ≥ 𝑒𝑖,𝑡2 , where 𝑡2 � 𝑡1 +𝐻 , and 𝑒𝑖,𝑡
is the amount of time for which 𝜏𝑖 has executed since its last request.

Lemma 16 (Lemma 2 in [25]). Let 𝑆 be schedule of a task system

𝑅 constructed by the edf algorithm. If 𝑅 is feasible, then 𝐶𝑆 (𝑅, 𝑡1) =
𝐶𝑆 (𝑅, 𝑡2), where 𝑡1 = 𝑂max + 𝐻 , 𝑡2 = 𝑂max + 2𝐻 and 𝐶𝑆 (𝑅, 𝑡), to be
the n-tuple (𝑒1,𝑡 , . . . , 𝑒𝑛,𝑡 ).

In the following, we will show that, unfortunately, Lemma 15 and
consequently Lemma 16 are not satisfied with preemption delays.

Consider, for instance, the system described by Table 1. Figure 2
corresponds to the edf schedule, in this case the periodicity starts
immediately (at time origin) but the period is 2 ·𝐻 = 24. In Figure 2,
we represent a task request by a ↓ (down arrow); we represent the
task deadline with a ⃝ (circle); white rectangles represent task
execution, grey rectangles represent reload activities (⊲⊳ represents
priority inversion a notion that will be introduced later).

This example contradicts Leung andMerril’s property (Lemma 15)
required to prove that schedule repeats from𝑂max+𝐻 with a period
𝐻 , since we have: 0 = 𝑒4,7 < 𝑒4,19 = 1.

Informally speaking, the progress of task 𝜏4 at time instant 7 is
strictly smaller than the progress of task 𝜏4 an hyperperiod later
(at time instant 19).

Consequently the system state at time instant 𝑂max +𝐻 = 18 is
not the same an hyperperiod later (at time instant 30), in particular
at time instant 30 task 𝜏1 must complete its non-preemptive reload

6 2022-03-08 15:18. Page 6 of 1–10.
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Table 1: Task set characteristics

𝑇𝑖 𝐷𝑖 𝐶𝑖 𝑂𝑖 𝛼𝑖

𝜏1 12 12 2 0 2
𝜏2 6 6 1 1 2
𝜏3 12 8 1 3 2
𝜏4 12 3 2 6 2

Figure 2: edf schedule of the system described by Table 1
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activity while at time 18 task 𝜏1 can be preempted (by task 𝜏4)
immediately. Of course we could extend the Leung and Merril’s
formal definition of system state (𝐶𝑆 ) to take account of reloads as
we did in the Definition 12 to formally have 𝐶𝑆 (𝑅, 𝑡1) ≠ 𝐶𝑆 (𝑅, 𝑡2)
but this is not required.

Priority inversion. We will now exhibit more precisely the phe-
nomenon which is problematic: the priority inversion. On Figure 2,
⊲⊳ represents priority inversion at time instants 3, 6, 3 + 2𝐻 =

27, 6 + 2𝐻 = 30, 3 + 4𝐻, 6 + 4𝐻, . . . where an higher priority job
is delayed by a lower priority one.

Binary delays. An interesting particular case is to consider binary
delays because priority inversion is impossible (we will prove that
in this section), and for which shorter intervals can be identified,
which is a second contribution of this paper.

Definition 17 (Binary delays). In this model the preemption

delay are equal to zero or one: ∀𝑖 𝛼𝑖 ∈ {0, 1}.

Proposition 1 (No priority inversion with binary delays).
For binary delays and discrete time systems priority inversion is im-

possible, i.e., a lower priority job/task cannot interfere in the execution

of higher priority job/task.

Proof. If we resume a task/job during the time-slot [𝑡, 𝑡 + 1)
we know there is no higher priority task/job at time 𝑡 , moreover
the resumption will be completed at time 𝑡 + 1 in order to schedule
immediately an higher priority task/job (if any). □

For this particular case we can generalise the properties of Leung
and Merril. To do this we will extend the definition of 𝐶𝑆 (𝑅, 𝑡)
(system state). Please notice that we are not interested here in
enumerating all distinct states but we need to compare states distant
by one hyper-period.

Definition 18 (𝐶𝑆 (𝑅, 𝑡)). Let 𝑆 be a schedule of the task system

𝑅. The state of a system of 𝑛 tasks can be defined as

𝐶𝑆 (𝑅, 𝑡) �
〈
𝑒1,𝑡 , . . . , 𝑒𝑛,𝑡

〉
, 𝑟 , and rem-reload

where at time instant 𝑡 :

• 𝑒𝑖,𝑡 is the amount of time for which 𝜏𝑖 has executed since its

last request,

• 𝑟 ∈ {0, 1, . . . , 𝑛} is the task index of the running/reloaded

task (if any) or 0 is the processor is idle,
• rem-reload ∈ {0, 1} is the remaining reload time of 𝜏𝑟 if

𝑟 ≠ 0 and rem-reload > 0. If 𝑟 = 0 rem-reload is undefined.

We have now the material to extend the Leung and Merril lem-
mata, However, the proofs are much more sophisticated and com-
plex.

Lemma 19. Let 𝑆 be schedule of a task system 𝑅 constructed by

the edf algorithm with binary delays. Then for each tasks 𝜏𝑖 and for

each time instant 𝑡1 ≥ 𝑂𝑖 , we have 𝑒𝑖,𝑡1 ≥ 𝑒𝑖,𝑡2 , where 𝑡2 � 𝑡1 + 𝐻 ,

and 𝑒𝑖,𝑡 is the amount of time for which 𝜏𝑖 has executed since its last

request.

Proof. Wewill show the property by contradiction. We assume,
for the purpose of the contraction, that ∃ ℓ1 s.t. 𝑒ℓ1,𝑡1 < 𝑒ℓ1,𝑡2 . Then
there must be some time instant 𝑡 ′1 < 𝑡1 such that task 𝜏ℓ1 is active at
both instants 𝑡 ′1 and 𝑡

′
2 = 𝑡 ′1 +𝐻 , and 𝜏ℓ1 is executing at time instant

𝑡 ′2 but not at time instant 𝑡 ′1. We will consider all cases where this
can happen with binary delays. For each case ((a)–(d)) we will show
that either the case is not possible or that it produces an infinite

progression of requests that precede 𝑡 ′1 which is not possible by
definition of task offsets and time origin. But first we introduce
an additional notation: 𝑆 (𝑡) denotes the schedule decision at time
𝑡 , 𝑆 (𝑡) = 𝐸𝑖 meaning the execution of 𝜏𝑖 , 𝑆 (𝑡) = 𝑅𝑖 meaning the
reloading of 𝜏𝑖 , and 𝑆 (𝑡) = 𝐼 meaning that the processor is idle.

Case a. 𝑆 (𝑡 ′1) = 𝐸ℓ2 , ℓ2 ≠ ℓ1 (and 𝑆 (𝑡 ′2 = 𝐸ℓ1 )), in this case task
𝜏ℓ2 , an edf higher priority task, is active at time instant 𝑡 ′1 but not
at time instant 𝑡 ′2. But this means that 𝑒ℓ2,𝑡 ′1 < 𝑒ℓ2,𝑡 ′2

, and we may
repeat the above argument to produce an infinite progression of
task computations 𝜏ℓ3 , 𝜏ℓ4 , . . . , for which no lower bound will exist
for the time at which the task computations in the sequence are

2022-03-08 15:18. Page 7 of 1–10. 7



813

814

815

816

817

818

819

820

821

822

823

824

825

826

827

828

829

830

831

832

833

834

835

836

837

838

839

840

841

842

843

844

845

846

847

848

849

850

851

852

853

854

855

856

857

858

859

860

861

862

863

864

865

866

867

868

869

870

RTNS ’22, June 07–08, 2022, Paris, France Goossens and Masson

871

872

873

874

875

876

877

878

879

880

881

882

883

884

885

886

887

888

889

890

891

892

893

894

895

896

897

898

899

900

901

902

903

904

905

906

907

908

909

910

911

912

913

914

915

916

917

918

919

920

921

922

923

924

925

926

927

928

active. But this is impossible since every task 𝜏𝑖 in the system has
an initial request time 𝑂𝑖 .

Case b. 𝑆 (𝑡 ′1) = 𝐼 (and 𝑆 (𝑡 ′2 = 𝐸ℓ1 )), this is impossible since 𝜏ℓ1 is
active at time instant 𝑡 ′1 and edf is work-conserving.

Case c. 𝑆 (𝑡 ′1) = 𝑅ℓ2 , ℓ2 ≠ ℓ1 (and 𝑆 (𝑡 ′2 = 𝐸ℓ1 )), task 𝜏ℓ2 is an edf
higher priority task, active at time instant 𝑡 ′1 but not at time instant
𝑡 ′2. Using the very same argument than case a we can produce an
infinite progression of task computations which leads to a contra-
diction.

Case d. 𝑆 (𝑡 ′1) = 𝑅ℓ1 (and 𝑆 (𝑡 ′2 = 𝐸ℓ1 )). We will consider all sub-
cases where this can happen with binary delays.

Case d.1. 𝑆 (𝑡 ′1 − 1) = 𝐼 this impossible since at time 𝑡 ′1 − 1 there
is at least one active task (𝜏ℓ1 ).

Case d.2. 𝑆 (𝑡 ′1 − 1) = 𝑅 𝑗 , 𝑗 ≠ ℓ1, The sequence 𝑆 (𝑡 ′1 − 1) =

𝑅 𝑗 , 𝑆 (𝑡 ′1) = 𝑅ℓ1 is impossible, if there is no new request at time
instant 𝑡 ′1 we must have 𝑆 (𝑡 ′1) = 𝐸 𝑗 (which is not the case), if there
is an request of task 𝜏 𝑗 at time instant 𝑡1 but then we must have
𝑆 (𝑡 ′1) = 𝐸 𝑗 because it is a new job that begins its execution (which
is not the case either).

Case d.3. 𝑆 (𝑡 ′1 − 1) = 𝑅ℓ1 this impossible for binary delays.

Case d.4. 𝑆 (𝑡 ′1 − 1) = 𝐸ℓ2 , ℓ2 ≠ ℓ1. First notice that 𝜏ℓ2 cannot
be active at time 𝑡 ′2 − 1 since 𝑆 (𝑡 ′2) = 𝐸ℓ1 ; otherwise we must have
𝑆 (𝑡 ′2) = 𝑅ℓ2 or 𝑆 (𝑡 ′2) = 𝐸ℓ2 but we have 𝑆 (𝑡 ′2) = 𝑅ℓ1 ! Consequently,
task 𝜏ℓ2 , an edf higher priority task, is active at time instant 𝑡 ′1 − 1
but not at time instant 𝑡 ′2 − 1. But this means that 𝑒ℓ2,𝑡 ′1−1 < 𝑒ℓ2,𝑡 ′2−1.
Once again, using the very same argument than case a we can
produce an infinite progression of task computations which leads
to a contradiction. □

Lemma 20. Let 𝑆 be schedule of a task system 𝑅 constructed by

the edf algorithm with binary delays. If 𝑅 is edf-schedulable, then

𝐶𝑆 (𝑅, 𝑡1) = 𝐶𝑆 (𝑅, 𝑡2), where 𝑡1 = 𝑂max + 𝐻 , 𝑡2 = 𝑂max + 2𝐻 .

Proof. When 𝑅 is edf-schedulable we will first show (case a)
that ∀𝑖, 𝑒𝑖,𝑡1 = 𝑒𝑖,𝑡2 , and then we will show that (case b) if ∀𝑖, 𝑒𝑖,𝑡1 =
𝑒𝑖,𝑡2 then that the system states at time instant 𝑡1 and 𝑡2 cannot
differ on the other two parameters (𝑟 and rem-load).

Case a. We will show the property by contradiction. We as-
sume, for the purpose of the contraction, that ∃ ℓ s.t. 𝑒ℓ,𝑡1 ≠ 𝑒ℓ,𝑡2 .
By Lemma 19, we must have 𝑒ℓ,𝑡1 > 𝑒ℓ,𝑡2 . We first show that dur-
ing the time interval [𝑡1, 𝑡2) there is no idle unit. We will prove
this by contradiction as well. For the purpose of the contradic-
tion we will assume an idle unit during the time-slot [𝑡1 + Δ, 𝑡1 +
Δ + 1). This imply that all task computations requested prior to
𝑡1 + Δ have finished their execution. Consequently, ∀𝑖, 𝑒𝑖,𝑡1+Δ = 𝐶𝑖 .
By definition we have ∀𝑖, 𝑒𝑖,𝑂max+Δ ≤ 𝐶𝑖 , by Lemma 19 we have
∀𝑖, 𝑒𝑖,𝑂max+Δ ≥ 𝑒𝑖,𝑡1+Δ. We just proved that ∀𝑖, 𝑒𝑖,𝑡1+Δ = 𝐶𝑖 . Con-
sequently, ∀𝑖, 𝑒𝑖,𝑂max+Δ = 𝐶𝑖 . In other words, all task computa-
tions requested prior to 𝑂max + Δ have finished their execution, as
well. Since the task requests in the interval [𝑂max + Δ, 𝑡1 + Δ) and
[𝑡1 + Δ, 𝑡2 + Δ) are the same and since ∀𝑖, 𝑒𝑖,𝑂max+Δ = 𝑒𝑖,𝑡1+Δ = 𝐶𝑖 ,
the schedule in the interval [𝑂max + Δ, 𝑡1 + Δ) and [𝑡1 + Δ, 𝑡2 + Δ)
must be identical. Since 𝑡1 ∈ [𝑂max +Δ, 𝑡1 +Δ), 𝑡2 ∈ [𝑡1 +Δ, 𝑡2 +Δ),

and 𝑡2 − 𝑡1 = 𝐻 ; we conclude that ∀𝑖, 𝑒𝑖,𝑡1 = 𝑒𝑖,𝑡2 contradicting
our assumption that ∃ ℓ s.t. 𝑒ℓ,𝑡1 > 𝑒ℓ,𝑡2 . We have just proved
that there is no idle unit in the time interval [𝑡1, 𝑡2). Let us re-
member that we assume, for the purpose of the contradiction, that
∃ ℓ s.t. 𝑒ℓ,𝑡1 > 𝑒ℓ,𝑡2 . During a hyperperiod [𝑡1, 𝑡2) the processor is
fully busy (executing or reloading tasks) but at time 𝑡2 the task 𝜏ℓ
is delayed in comparison with time instant 𝑡1. As edf decisions do
not rely on the remaining computation times edf will make the
same decisions in the following hyperperiods which will sooner or
later lead to a deadline miss. Hence, 𝑅 cannot be edf-schedulable
on one processor. In other words, during each hyper-period what
the system is able to schedule is less than the processor demand
that arrives in each hyper-period. This does not mean that𝑈 > 1
because the processor spends time on execution and reloads but a
backlog will accumulate and sooner or later a deadline miss will
occur.

Case b. We now know that ∀𝑖, 𝑒𝑖,𝑡1 = 𝑒𝑖,𝑡2 we will show that
the system states at time instant 𝑡1 and 𝑡2 cannot differ on the
other two parameters (𝑟 and rem-load). Firstly, notice that if there
is no active task at time 𝑡1 (or equivalently 𝑡2) mandatory edf
idles the processor. Secondly, since ∀𝑖, 𝑒𝑖,𝑡1 = 𝑒𝑖,𝑡2 the active tasks
are identical at both time instants 𝑡1 and 𝑡2, edf will choose the
same task for execution/reloading (let’s say task 𝜏ℓ ). If the states
differ (and consequently the edf decisions) we have to distinguish
between two cases:

• case b.1) 𝑆 (𝑡1) = 𝐸ℓ ≠ 𝑆 (𝑡2) = 𝑅ℓ , and
• case b.2) 𝑆 (𝑡1) = 𝑅ℓ ≠ 𝑆 (𝑡2) = 𝐸ℓ ,

where 𝑆 (𝑡) denotes the schedule decision at time 𝑡 (𝐸ℓ meaning the
execution of 𝜏ℓ , and 𝑅ℓ meaning the reloading of 𝜏ℓ ).

Case b.1. Since 𝑆 (𝑡1) = 𝐸ℓ ≠ 𝑆 (𝑡2) = 𝑅ℓ consequently 𝑆 (𝑡1 −
1) = 𝐸ℓ , and 𝑆 (𝑡2 − 1) ≠ 𝐸ℓ . Since ∀𝑖, 𝑒𝑖,𝑡1 = 𝑒𝑖,𝑡2 , we must have
𝑒ℓ,𝑡1−1 < 𝑒ℓ,𝑡2−1 which contradicts Lemma 19 and proves the case
b.1 impossible.

Case b.2. If 𝑆 (𝑡1) = 𝑅ℓ ≠ 𝑆 (𝑡2) = 𝐸ℓ then 𝑒ℓ,𝑡1+1 < 𝑒ℓ,𝑡2+1 which
contradicts Lemma 19 and prove the property. □

Theorem 21 (Simulation interval for edf). Any edf-schedu-

lable asynchronous constrained deadline periodic tasks with binary

delays upon uniprocessor platform reaches a cycle
4
at or prior to:

𝑂max + 2 · 𝐻. (5)

Proof. This is a direct consequence of Lemma 20: if the system
(𝑅) is edf-schedulable on a single processor then𝐶𝑆 (𝑅,𝑂max+𝐻 ) =
𝐶𝑆 (𝑅,𝑂max + 2 · 𝐻 ) and consequently the schedule repeats from
𝑂max + 2 · 𝐻 . □

Please notice that, as the original Leung and Merril’s result, it
is possible to miss a (first) deadline after time instant 𝑂max + 2 · 𝐻 .
To ensure the periodicity/schedulability it is necessary to test the
condition: 𝐶𝑆 (𝑅,𝑂max + 𝐻 ) = 𝐶𝑆 (𝑅,𝑂max + 2 · 𝐻 ) . Unfortunately,
the condition 𝑈 ≤ 1 is not sufficient for system with preemption
delays.

8 2022-03-08 15:18. Page 8 of 1–10.
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Binary delays and ftp schedulers. For fixed task priority (ftp)
schedulers such as Rate Monotonic, Deadline Monotonic or opa
a much shorter simulation interval than [0, 𝐻 · (𝑛 + 1) · (𝛼max +
1)∏𝑛

𝑖=1 ((𝑂𝑖 +𝐷𝑖 −𝑇𝑖 )0 + 1)) and even than [0,𝑂max + 2 ·𝐻 ) could
be designed based on the work [17] for binary delays.

The benefit of the ftp family is that we can often and easily
prove properties by induction on the task set cardinality, but first
we recall a definition:

Definition 22 (𝑆𝑛[17]). 𝑆1 � 𝑂1, 𝑆𝑖 � 𝑂𝑖 + ⌈ (𝑆𝑖−1−𝑂𝑖 )0
𝑇𝑖

⌉𝑇𝑖 .
Informally speaking 𝑆𝑖 (𝑖 > 1) corresponds to the first release of 𝜏𝑖 not
before 𝑆𝑖−1.

Theorem 23 (Simulation interval for ftp). Any ftp-schedulable
asynchronous constrained deadline periodic tasks with binary delays

upon uniprocessor platform reaches a cycle
4
at or prior to:

𝑆𝑛 + 𝐻. (6)

Proof. By induction. We first assume that, wlog, the ftp sched-
uler corresponds to 𝜏1 > 𝜏2 > · · · > 𝜏𝑛 . Let P(𝑖) be the proposition:
if the task set {𝜏1, 𝜏2, . . . , 𝜏𝑖 } is ftp-schedulable then the schedule
is periodic from 𝑆𝑖 with a period of 𝐻𝑖 .

Base case: P(1) is true: if feasible the schedule for 𝜏1 is periodic
of period 𝑇1 = 𝐻1 from the first release of 𝜏1 (𝑆1 = 𝑂1).

Inductive step: For 𝑖 > 1,P(𝑖 − 1) ⇒ P(𝑖) is true. Assume
P(𝑖 − 1) is true for purpose of induction. We need to show that
P(𝑖) is true. P(𝑖 − 1) means that if the task set {𝜏1, 𝜏2, . . . , 𝜏𝑖−1} is
ftp-schedulable then the schedule of {𝜏1, . . . , 𝜏𝑖−1} is periodic from
𝑆𝑖−1 with a period of 𝐻𝑖−1.

Now we consider the scheduling of {𝜏1, . . . , 𝜏𝑖 }, since 𝜏𝑖 is the
lowest priority task and since there is no priority inversion with
binary delays (Proposition 1) the schedule and thus periodicity
of {𝜏1, . . . , 𝜏𝑖−1} is unchanged by the requests of task 𝜏𝑖 . 𝑆𝑖 is the
first release of task 𝜏𝑖 after (or at) 𝑆𝑖−1 (𝑆𝑖 ≥ 𝑆𝑖−1), combining the
periodicity of the schedule of {𝜏1, . . . , 𝜏𝑖−1} and the periodicity of
𝜏𝑖 (from 𝑆𝑖 with a period of 𝑇𝑖 ) we conclude that P(𝑖) is true: if
{𝜏1, . . . , 𝜏𝑖 } is schedulable, its ftp schedule is periodic from 𝑆𝑖 with
a period of lcm{𝐻𝑖−1,𝑇𝑖 } = lcm{𝑇𝑗 | 𝑗 = 1, . . . , 𝑖} = 𝐻𝑖 . □

6 DISCUSSION

In this section, we open the discussion on other properties that
could be brought by considering binary preemption delays. We
review ways to reduce the pessimism of our simulation interval for
any deterministic and memoryless scheduler. Finally, we discuss
the future work needed to evolve our model to take into account
other interference sources from the platform on the scheduler.

6.1 𝐶-sustainability

We believe that the absence of priority inversion will lead to other
positive and better results for the particular case of binary delays.
We conjecture that work-conserving priority driven scheduler are
C-sustainable [9] for binary delays. The later property means that
considering the worst-case execution requirement (𝐶𝑖 ) for each task
is actually the worst-case regarding schedulability. Consequently, in
this case the simulation interval is equivalent to an exact simulation
based schedulability test. An open question here is whether the
assumption of binary delays is realistic or not? To go further, we

could also imagine systems where this hypothesis is forced by
design when choosing the clock frequencies on an embedded board,
for example, or by the tick value of the scheduler if it is a tick
scheduling type.

6.2 Reducing the pessimism of the general

result

The general result, the simulation interval [0, 𝐻 · (𝑛 + 1) · (𝛼max +
1)∏𝑛

𝑖=1 ((𝑂𝑖 + 𝐷𝑖 −𝑇𝑖 )0 + 1)), can be computed very easily (linear
complexity), but is large and pessimistic. This is probably the price
to pay for such a general result which is applicable for all schedulers
one can imagine (but deterministic and memoryless). Please notice
that the scheduler is not necessarily preemptive, not necessarily
work-conserving, not necessarily “real-time”. . .

In order to reduce the size/pessimism of the interval we could
reduce the parameters of the system state. In particular, we believe
that many real-time schedulers (e.g., edf, rm, dm, ftp) do not need
the totality of the parameters. For example edf does not need the 𝑟
parameter because priorities do not change during a reload activity.

6.3 Extending the model

To extend this work, we will also need to consider slightly different
models where sections corresponding to the return of a preemp-
tion remain preemptive, but must be completely re-executed if
preempted. We will also need to extend this property to the other
components considered in Section 2.2 in order to model not only
preemptions but more generally the scheduling cost of the plat-
form/operating system. In such case, we could also consider a task
model with deadline prior to completion as proposed in [10]. Finally,
a future extension will be to consider multiprocessor platforms.

7 CONCLUSION

In this paper we have considered the notion of simulation interval
for asynchronous arbitrary deadline tasks with preemption delays.
We have designed and proved correct such an interval for any
deterministic and memoryless scheduler upon uniprocessor. We
then studied particular cases where significantly shorter simulation
intervals can be designed for popular real-time schedulers. Firstly,
for edf we extended the work of Leung and Merril, secondly for
ftp we extended the work [17], in both cases for binary delays and
constrained deadlines. We also discussed the scope of the results,
paths for reducing pessimism as well as other potential results and
future work opened by this one.
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